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Magnetic trapping of atoms on chips has recently become straightforward, but analogous trapping of molecules has proved to be challenging. We demonstrated trapping of carbon monoxide molecules above a chip using direct loading from a supersonic beam. Upon arrival above the chip, the molecules are confined in tubular electric field traps ~20 micrometers in diameter, centered 25 micrometers above the chip, that move with the molecular beam at a velocity of several hundred meters per second. An array of these miniaturized moving traps is brought to a standoff distance of only a few centimeters. After a certain holding time, the molecules are accelerated off the chip again for detection. This loading and detection methodology is applicable to a wide variety of polar molecules, enabling the creation of a gas-phase molecular laboratory on a chip.

The manipulation of atoms above a chip using magnetic fields produced by current-carrying wires is a mature field of research (1). This field was inspired by the notion that miniaturization of magnetic field structures enables the creation of large field gradients, i.e., large forces and steep potential wells for atoms. Modern microelectronics technology makes it possible to integrate the multiple tools underlying these experiments onto a compact surface area. Such atom chips have been used to demonstrate rapid Bose-Einstein condensation (2) and have found applications in matter-wave interferometry and in inertial and gravitational field sensing (3). Likewise, the engineering of miniaturized electric field structures holds great promise for the manipulation of polar molecules above a chip (4). The latter might enable, for instance, the implementation of proposed schemes of quantum computation that use polar molecules as qubits (5, 6). Here, we experimentally demonstrate a method for loading and detecting molecules on a chip, adding to the recent advances in the taming of molecular beams (7).

A schematic of the experimental setup with an expanded view of the chip with the array of microelectrodes, all contained in a compact high-vacuum machine, is shown in Fig. 1. The chip consists of a total of 1254 equidistant 10-μm-wide gold electrodes with a 40-μm center-to-center distance deposited onto a glass substrate, forming a structure that is 5 cm long (micro resist technology GmbH). All electrodes extend over a central 4-mm region, whereas outside this region the electrodes extend alternately to the left or right and terminate at three different lengths. Via the square pads and the nickel wires that are connected to every third electrode on either side of the array, six different potentials are applied to the electrodes. These potentials are described by ±V0[1 + cos(2πnτ + φa)], with exclusively positive (or negative) potentials applied to a given side of the array. Within each polarity set, three different phases φa with a mutual phase difference of ±2π/3 are used. In this way, tubular minima of electric field strength are generated every 120 μm, and these minima move over the chip with a speed given by 120 μm × v (in MHz) at a constant height of about 25 μm. The diameter of the tubular electric field minima is about 20 μm, and with V0 = 80 V, their depth is about 4 kV/cm. The two ends of the 4-mm-long tubular minima are closed in the present design by the fringe fields near the ends of the electrodes. A detailed description of the generation of the moving tubular electric field traps above this particular chip is given elsewhere (4, 8); a pictorial representation of the tubular traps above the chip, indicated in blue, is shown in the lower panel of Fig. 1.

The experiments here were performed with CO molecules in the low-field–seeking levels of the metastable a1Π1 (v′ = 0, J′ = 1) state. For these molecules, the electric field minima correspond to traps with a depth of about 50 mK when a constant frequency v is applied. When the frequency v is changed linearly in time, i.e., when a constant acceleration is applied, the diameter and depth of the traps decrease but three-dimensional confinement is maintained up to an acceleration of about 1.5 × 106 m/s2. In the low–electric field region around the long axis of the trap, molecules can be lost due to nonadiabatic transitions to nontrappable degenerate states (9). In magnetic traps for atoms on a chip, this hole at the center of the trap is commonly plugged by adding a homogeneous magnetic field. An offset magnetic field could also be added in the present setup. For molecules in electric traps, however, there often exists the unique alternative solution to simply select an isotopologue with a favorable hyperfine level structure such that there is no degeneracy between trappable and nontrappable states in zero electric field (10). The most abundant carbon monoxide isotopologue, 12C16O, has no hyperfine structure, and the low-field–seeking M2 = −1 level of the a1Π1 (v′ = 0, J′ = 1) state is degenerate with the M = 0 level in zero electric field, making this species susceptible to nonadiabatic transitions. In 13C16O, however, the coupling of the nuclear spin of the 13C nucleus with the orbital angular momentum results in a lifting of this degeneracy. As shown in the inset of Fig. 2, the low-field–seeking...
levels never come closer to the nontrappable level than 53 MHz in any electric field for $^{13}$CO (11), effectively preventing nonadiabatic transitions from occurring.

In Fig. 2, the measured arrival-time distributions of metastable $^{13}$CO molecules are shown for four different sets of wave forms of the potentials applied to the chip. When the molecules with an initial velocity of 312 m/s have just arrived above the chip, the external potentials are switched on. When wave forms with a constant frequency of $\nu = 2.6$ MHz are used, the traps move at a constant velocity of 312 m/s while transporting the molecules to the other end of the chip. The total time that it takes the molecules to travel the complete 30-cm distance from the excitation point to the detector is about 0.96 ms in that case. With increasing accelerations, the molecules are slowed down from their initial velocity of 312 m/s to the indicated final velocities of 240, 168, or 96 m/s and arrive ever later on the detector. The broad background that is observed at early times results from metastable CO molecules in the $M = 0$ level that are hardly influenced by the electric fields. For comparison, the results for the guiding at 312 m/s and for the gentle deceleration of $^{12}$CO molecules to 240 m/s are shown on the same scale as well (in gray). The dramatic loss in signal when going from $^{13}$CO to $^{12}$CO indicates the importance of nonadiabatic transitions even during the less than 200-µs residence time of the molecules in the electric field traps. All other experiments have therefore been performed with $^{13}$CO.

In Fig. 3, measurements are shown to demonstrate how the longitudinal phase-space distribution of the $^{13}$CO molecules can be manipulated in a three-step process to achieve both the maximum number of trapped molecules on the chip and the optimum detection sensitivity. In the inset, the corresponding longitudinal phase-space distributions are given at eight different times (A to H). Distribution (A) depicts the initial 1-mm-long distribution directly after laser excitation, just before the skimmer, whereas (B) is the same distribution after 0.6 ms of free flight. First, for optimum loading on the chip, a velocity-focusing deceleration is applied to sweep the velocities of all molecules of the incoming beam together (B to D). An array of about 250 electric field traps is loaded on the chip, one after the other, in this way. Second, a rapid deceleration is applied to bring all these traps to the desired final velocity on the chip (D to E). The chosen final velocity is 180 m/s in this particular measurement, but could be tuned to any velocity, including standstill. Third, for optimum detection of the molecules, a space-focusing acceleration is applied (E to G) to eject the molecules off the chip with velocities such that they all arrive at the same time on the detector (H), irrespective of their original position on the chip. The required values for the velocity-focusing deacceleration and the space-focusing acceleration are determined by the geometry of the experimental setup. The gray curve in Fig. 3 is the measurement when the time sequence (A to E) is as described here, but when no acceleration is applied to eject the molecules off the chip. Despite the narrow velocity distribution achieved for the trapped molecules, the range of distances from the detector they exhibit leads to a broad distribution of arrival times (H). The black curve is obtained when the optimum loading and detection strategy (A to H) is used.

The observed integrated signal intensity of the measurements shown in Fig. 3 is about 25 counts per pulse. As it is estimated that about one count is obtained for every hundred metastable CO molecules that hit the detector, this integrated value implies that there are ~10 CO molecules per electric field trap on the chip. The density in the traps is thus on the order of $10^7$ molecules/cm$^3$, similar to the densities that have been obtained in macroscopic traps after beam deceleration (7). This density is given by the original density in the molecular beam at the entrance of the chip and can be several orders of magnitude higher when more intense pulsed sources are used or when the chip is brought closer to the beam source; the latter can readily be done with the chip but is less straightforward for larger-scale decelerators. The total volume of the simultaneously loaded tubular traps on the chip is ~0.25 mm$^3$, which is only between one and two orders of magnitude less than the volume of the typical macroscopic electrostatic traps that have been used thus far (7). The ejection of the molecules off the chip and their spatial focusing further downstream is ideal for any laser-based
detection scheme. When resonant laser ionization in combination with mass-selective ion detection is being used, the overall detection efficiency can approach unity. This makes the method outlined here applicable to a wide variety of molecules like (various isotopologues of) the hydroxyl radical, ammonia, water, and formaldehyde. All these molecules can be decelerated and trapped in their electronic ground state, in ro-vibrational levels that are well populated in a molecular beam, and for which sensitive laser-based detection schemes are available (12). To more generally prevent losses due to nonadiabatic transitions in these molecules, an offset magnetic field, directed parallel to the long axis of the trap and thereby always perpendicular to the electric fields above the chip, might be required.

In Fig. 4, a series of arrival-time measurements is shown that has been recorded after the $^{13}$CO molecules have been held for certain times in stationary electrostatic traps on the chip. An important advantage of the present scheme is that the loading of stationary traps on the chip involves simply bringing already existing, fast-moving traps to a standstill. This is fundamentally different from trap-loading schemes using conventional Stark decelerators (7) because the effective traps that are present in those decelerators disappear at low velocities. In the measurements shown in Fig. 4, an array of about 60 electric field traps has been loaded and brought to a stop. After a variable holding time in the 0- to 2.5-ms range, these traps have been accelerated again and the molecules have been space-focused on the detector. In the inset, the integrated signal intensity is shown as a function of the holding time. The observed decrease of the signal as a function of time is consistent with the expected decay based on the known 2.6-ms lifetime of the $a^2T_1$ ($v' = 0, J' = 1$) state of CO (13). Clearly, measurements like the one shown in Fig. 4 can be used to determine lifetimes of molecules in long-lived electronically or vibrationally excited states, something that is notoriously difficult to do without trapping and for which thus far large experimental machines had to be constructed (13–15). The presently achieved densities of the molecules on the chip are in principle already sufficient for this (one actually does not want the densities to be too high, to prevent collisions between the trapped molecules), but for accurate measurements the statistics still need to be improved to some degree, either by increasing the density or implementing more sensitive ionization detection schemes.

Many of the advances that were foreseen for microscopic magnetic traps for neutral atoms (16) and integrated atom optics on a chip (17) about a decade ago have now become a reality. The decisive advantage of the versatility of the lithographic wire structures can also be exploited for molecules. The ability of a molecule to rotate and vibrate allows for coupling to photons over an enormous range of frequencies. Coupling at microwave frequencies, in particular, provides a convenient interface between quantum optic and solid-state technologies (6). The use of miniaturized traps with inherent high trapping frequencies brings quantum degeneracy for samples of polar molecules considerably closer. A tight trap permits brings quantum degeneracy for samples of polar molecules considerably closer. A tight trap permits an integrated experimental approach to confine molecules in miniaturized traps on a chip and subsequently detect them, thereby opening up these fascinating research possibilities.
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The degradation of trace gases and pollutants in the troposphere is dominated by their reaction with hydroxyl radicals (OH). The importance of OH rests on its high reactivity, its ubiquitous photochemical production in the sunlit atmosphere, and most importantly on its regeneration in the oxidation chain of the trace gases. In the current understanding, the recycling of OH proceeds through HO2 reacting with NO, thereby forming ozone. A recent field campaign in the Pearl River Delta, China, quantified tropospheric OH and HO2 concentrations and turnover rates by direct measurements. We report that concentrations of OH were three to five times greater than expected, and we propose the existence of a pathway for the regeneration of OH independent of NO, which amplifies the degradation of pollutants without producing ozone.

The central role of hydroxyl radicals (OH) in atmospheric chemistry was recognized by Levy in the early 1970s (1). Since then it has become more and more evident how OH radicals govern the degradation processes of air pollutants. OH radicals are short-lived (<1 s), and their formation and loss must be essentially balanced. OH is primarily formed through the photolysis of ozone, nitrous acid, and hydrogen peroxide and is consumed by a multitude of reactions with trace gases that can be oxidized. In this way, OH controls the removal of most atmospheric pollutants such as carbon monoxide (CO) and volatile organic compounds (VOCs). The OH reactions with CO and VOCs produce hydroperoxy (HO2) and organic peroxy (RO2) radicals, respectively. In continental air, with nitrogen oxides (NOx) present, RO2 is converted to HO2 through reaction with NO. HO2 further reacts with NO, thereby recycling OH. The ultimate loss of OH is the reaction with NO2, forming nitric acid. These are the key processes that are believed to determine the self-cleaning ability of the troposphere (2, 3). OH recycling enhances the efficiency of atmospheric oxidation, even at moderate NO concentrations. As a side effect, reactions of HO2 or RO2 with NO form NO2, which produces ozone upon photolysis. This is the generally accepted, exclusive mechanism for the photochemical formation of ozone in the troposphere (4). OH formation through photolysis, HO2 to OH recycling with NO, and OH loss with NO2 have been established through a small number of well-understood reactions. In contrast, OH reactions with VOCs and the subsequent organic radical reactions are diverse and introduce enormous complexity into tropospheric chemistry, which is far from being fully explored (5, 6).

The current understanding of tropospheric OH chemistry has been tested in a number of field campaigns, where the concentrations of OH and trace gases and meteorological parameters were observed simultaneously (7). However, OH observations are still too sparse, owing to the difficulty of measuring its extremely small and highly variable concentration, to provide a conclusive picture of the photochemistry in the entire troposphere (8–10). More experimental studies in different chemical environments are necessary to explore the various factors influencing the self-cleaning capability of the atmosphere. In this paper, we present concentration measurements of OH and HO2 radicals in China (11), together with simultaneously measured mixing ratios of atmospheric trace gases and photolysis frequencies (12) (fig. S1). Complementary to direct measurements of VOCs, we also measured the total OH reactivity, kOH, corresponding to the inverse chemical lifetime of OH (13, 14). Our measurements were part of an intense field campaign in a rural area, about 60 km NW of Guangzhou City, in the heavily populated Pearl River Delta (PRD) (12).

The diurnal dependences of the measured OH and HO2 concentrations and kOH are shown in Fig. 1. Diurnal variation of OH, HO2, and kOH near Guangzhou in the PRD, China, between 5 and 25 July 2006. Blue symbols denote individual measurements, and the thick red line has the half-hourly mean diurnal profile. The enclosing thin red lines represent the maximum data variability caused by the measurement instrument (about 46% at noon), calculated as the sum of the 2σ measurement precision and the 2σ variability of its calibration. Campaign average calibration factors were used to convert measured OH and HO2 signals into ambient concentrations.