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The recent development of a range of new methods for producing samples of gas-phase molecules that are translationally cold \( (T \lesssim 1 \text{ K}) \) or ultracold \( (T \lesssim 1 \text{ mK}) \) is driving efforts to study reactive and inelastic collisional processes in these temperature regimes. In this review article the new methods for cold/ultracold molecule production are reviewed in the context of their potential or current use in collisional studies and progress in the application of these methods is highlighted. In these sub-Kelvin temperature ranges, where the de Broglie wavelength is long compared with molecular dimensions, quantum effects may play a crucial role in the collision dynamics. Reactions with no potential energy barrier are of greatest importance, and this review article summarizes some of the principal theoretical approaches to understanding quantum effects in these barrierless processes.
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1. Introduction

The remarkable progress in methods for producing, trapping and controlling ultracold atoms in the gas phase, based on methods of laser and evaporative cooling, has been one of the major developments in physics in the late 20th and early 21st centuries [1]. Implementation of ever more sophisticated techniques for manipulating and studying ultracold matter using optical and electromagnetic fields is currently driving strong links with condensed matter physics [2] and the development of frameworks for quantum information processing [3]. Prompted by this success, principally with alkali metal atom systems, there has been a major effort to extend the methods of ultracold physics to include molecular species, for which laser cooling schemes are not generally applicable. This has led to the development of a new range of techniques that are capable of cooling molecules [4,5]; in this article we review recent progress in the methods for producing cold and ultracold molecules and consider what these advances have to offer to chemistry. We also discuss how ultracold chemical collisions can be viewed from a theoretical perspective and report on current experiments that are being developed to study reactive and inelastic collisions at low temperatures.

In this field the word ‘cold’ is generally used for temperatures ranging from 10 K to 1 mK, while ‘ultracold’ implies sub-milliKelvin temperatures, going down to the nanoKelvin range and below, which are the domain of quantum degenerate gases such as Bose–Einstein condensates (BEC) [6]. In some senses, sub-Kelvin temperatures belong to an artificial world—the lowest temperatures observed in interstellar space are around 3 K [7,8]—and little is known about chemical processes in this regime. But there is no doubt that this will be a world in which chemical dynamics will be dominated by quantum effects arising from the long de Broglie wavelengths of slowly moving molecules \( (\lambda = h/p \text{ where } p \text{ is the momentum}) \). Consider, for example, a room temperature gas of CH\(_3\)F molecules where the mean molecular speed is around 400 m s\(^{-1}\). At this velocity, the de Broglie wavelength associated with the translational motion of the molecules is around 0.03 nm, which is an order of magnitude smaller than the typical range of chemical interactions. At 30 mK, however, the mean speed is only 4 m s\(^{-1}\) which gives a wavelength of 3 nm, now an order of magnitude larger than the range of intermolecular forces. Thus, while at room temperature the familiar notion of reactions occurring via classical collisions may be valid, at 30 mK the wave-like properties of the molecular motion are expected to be important.

The quantum nature of ultracold collisions may provide a detailed probe of fundamental chemical reactions. At higher temperatures, measurements of the rates of chemical processes are subject to a large amount of averaging which obscures the intricate
details of molecular collisions. This is not only a consequence of the many internal rotational and vibrational quantum states typically occupied by the reactant molecules, but also the wide range of impact parameters, or angular momentum states, available to the collision partners. In contrast, at ultracold temperatures, averaging over quantum states is minimized; the populations of the internal quantum states collapse into the lowest one or two states and the collisional angular momentum becomes highly restricted, ultimately reaching the limit of a single active collisional angular momentum state (pure s-wave or p-wave scattering). Chemical reactions at low collision energies can also be profoundly influenced by the long-range intermolecular forces which control the orientation of the reactants during collisions [9,10]. Experiments with cold molecules offer a way to sensitively probe this part of the intermolecular potential surface. Moreover, the weakness of these long-range interactions suggests that external fields are likely to exert a strong influence on the dynamics of chemical processes, potentially allowing fine control over the rates and outcomes of molecular collisions [11,12]. For open-shell systems, multiple potential energy surfaces may converge to degenerate long-range limits and therefore non-adiabatic interactions between these surfaces may play a crucial role in chemical dynamics. A final intriguing advantage of slowly moving molecules is that they can be trapped using optical, electrical or magnetic fields, allowing observation times for chemical processes that are very much longer than those available in conventional molecular beam experiments.

These considerations suggest that the sub-Kelvin world of chemical reactions will be one in which the refined control and detailed interrogation of chemical processes should be possible. Experimental measurements should provide considerable challenges to quantum theories of chemical reaction rates, both in the calculation of ab initio potential energy surfaces and the solution of the equations for quantum reactive scattering [13]. And although these temperatures lie well below those occurring naturally, studies of cold and ultracold chemical processes will ultimately provide a better understanding of thermally averaged dynamics at higher temperatures, for example in the 10 to 20 K range found in interstellar gas clouds [8].

In addition to the interest in applying ultracold techniques to reaction dynamics studies, there are a number of other potential applications. In high-resolution spectroscopy, the long observation times and very narrow Doppler contributions to linewidths afforded by experiments with slowly moving [14] or trapped molecules [15] will allow measurements of exceptional precision. Molecular systems, in particular, offer opportunities to perform measurements relevant to fundamental physics; e.g. searches for an electric dipole moment of the electron [16], parity-violation in chiral molecules [17] or the time variation of fundamental constants [18,19]. There is also considerable interest in producing new types of quantum degenerate molecular gases to enrich the toolkits currently being used to explore fundamental many-body and condensed matter physics [20,21]. Chemical reactions occurring in these exotic phases of matter, such as BECs or Fermi-degenerate gases, where the de Broglie wavelength may be comparable to the inter-molecular separation, may also be enhanced or suppressed by many-body quantum effects [22–24]. Finally, the trapping of ultracold dipolar molecules, particularly in optical lattices, may be an important way forward in the development of quantum information processing schemes [25,26].

In Section 2 of this paper, we introduce some basic concepts of barrierless chemical processes and the capture theory approach to describing the dynamics. In Section 3, we review the wide-ranging methods that have been developed to produce translationally cold or ultracold molecules, while in Section 4 the different methods to trap such cold samples using electromagnetic fields are described, together with the secondary cooling techniques that might be applicable to the trapped samples. In Section 5, some recent progress in using these cold/ultracold molecule sources for collisional studies is reviewed, while Section 6 provides an introduction to the theoretical description of ultracold collisions. Finally, we sum up progress to date in Section 7 and consider future prospects for development of applications in this field.

2. Low-temperature chemistry

How does chemical reactivity change at very low collision energies? Many familiar gas-phase chemical reactions occur as thermally activated processes and their behaviour can be well understood using transition state theory [27]. For these reactions, in which reactants are separated from products by an activation barrier, thermal energy is needed before the reactants are able to pass through a transition state on the reaction potential energy surface prior to forming products. At low temperatures, the thermal fluctuations that produce collisions with sufficient energy for reaction become increasingly rare, and so the rate constants predicted by classical theory become vanishingly small. For even the most modest of barriers, the Arrhenius-like dependence of the rate constant prevents most chemical reactions from occurring at low
between H₂ molecules and H such as those occurring in bimolecular collisions of interest in the context of astrochemistry are reactions techniques, as described in Section 3. Of particular interest we might be produced at low temperatures using currently existing experimental techniques, as described in Section 3. Of particular interest in the context of astrochemistry are reactions such as those occurring in bimolecular collisions between H₂ molecules and H₃⁺ molecular ions (which is the most abundant reaction in the universe) or barrierless reactions involving carbon atoms, which are thought to provide a mechanism for lengthening carbon chain molecules in interstellar space.

A distinguishing feature in these types of system is the existence of deep wells on the reaction potential energy surface which represent short-lived chemical complexes (see Figure 1(a)). The formation of these intermediates, which often occurs by insertion of an atom or molecule into a chemical bond, represents a different fundamental mechanism from the transition state model often used to describe reactions with an activation barrier. In this case, the results of molecular collisions are strongly influenced by the long-range intermolecular forces which control the orientation of the approaching reactants.

The collision dynamics for a barrierless process can be most easily understood in terms of motion on an effective potential which accounts for the conservation of angular momentum during the collision. For an intermolecular potential described by an inverse-power law (which ignores any angular anisotropy), this effective potential becomes

\[ V_{\text{eff}}(r) = \frac{\hbar^2 E_c}{r^2} - \frac{C_s}{r^s}, \]

where \( E_c \) is the collision energy, \( r \) is the separation between the collision partners and \( b \) is the impact parameter for the collision (the distance of closest approach in a given trajectory where the molecules are undiverted by the intermolecular potential) which is related to the orbital angular momentum \( (l) \) for the collision via

\[ l = \mu v_{\text{rel}} b, \]

in which \( \mu \) is the reduced mass and \( v_{\text{rel}} \) is the relative velocity. The first term in Equation (1) represents the centrifugal force that prevents the close approach of the colliding molecules necessary for reaction to occur. Thus, even for intermolecular potentials that have no chemical barrier separating reactants from products, there may be an \( l \)-dependent barrier associated with the orbital motion of the colliding molecules.

In many capture theory approaches to calculating cross sections, it is often assumed that the radial motion (along the reaction co-ordinate) may be

<table>
<thead>
<tr>
<th>Barrierless process</th>
<th>Examples</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atom–molecule reactions</td>
<td>O((^3\Pi)) + OH((^X^2\Pi)) → O₂((^1\Sigma^+)) + H((^2\Sigma^+))</td>
<td>[30,31]</td>
</tr>
<tr>
<td></td>
<td>C((^3\Pi)) + C₂H₂ → C₃H + H</td>
<td>[32,33]</td>
</tr>
<tr>
<td>Ion–neutral reactions</td>
<td>H₂⁺ + H₂ → H₃⁺ + H</td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>Ca⁺ + CH₃F → CaF⁺ + CH₃</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>NH₃⁺ + ND₄ → NH₃D⁺ + ND₂</td>
<td>[36]</td>
</tr>
<tr>
<td>Radical reactions</td>
<td>CH((^X^2\Pi)) + D₂ → CD((^X^2\Pi)) + HD</td>
<td>[37]</td>
</tr>
<tr>
<td></td>
<td>CN((^2\Sigma^+)) + O₂((^3\Sigma^+)) → NCO + O</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>SO((^3\Sigma^-)) + OH((^2\Pi)) → SO₂ + H</td>
<td>[39,40]</td>
</tr>
<tr>
<td></td>
<td>HBr + OH((^2\Pi)) → H₂O + Br</td>
<td>[41]</td>
</tr>
<tr>
<td>Reactions of electronically or vibronically excited molecules (including Rydberg states)</td>
<td>Ne⁺ + NH₃ → Ne + NH₃⁺ + e⁻</td>
<td>[42,43]</td>
</tr>
<tr>
<td></td>
<td>H₂((n = 30−70)) + H₂ → H₃⁺ + H → H₄⁺ + e⁻</td>
<td>[44,45]</td>
</tr>
<tr>
<td></td>
<td>RbCs + RbCs → Rb₂ + Cs₂</td>
<td>[46]</td>
</tr>
<tr>
<td>Unimolecular decomposition</td>
<td>SO₂ + hν → [SO₂]⁺ → SO + O</td>
<td>[47,48]</td>
</tr>
<tr>
<td></td>
<td>H₂CO + hν → [H₂CO]⁺ → HCO + H</td>
<td>[49]</td>
</tr>
</tbody>
</table>
described classically and that only trajectories that surmount the centrifugal barrier can form products (with unit probability). This then leads to the definition of a maximum impact parameter for successful collisions, \( b_{\text{max}}(E_c) \), and allows the Langerin cross section for the reaction to be calculated as

\[
\sigma_L(E_c) = \pi b_{\text{max}}^2(E_c).
\]

which, for the intermolecular potential of Equation (1), can be written as

\[
\sigma_L(E_c) = \pi \left( \frac{s}{s-2} \right)^{1-2/s} \left( \frac{s E_c}{2 E_c} \right)^{2/s}.
\]

When integrated over a thermal distribution of collision energies, this integral cross section gives a thermal rate constant for the reaction which varies as [29]

\[
k(T) \sim T^{(1/2-2/s)}.
\]

This temperature dependence is markedly different from the Arrhenius behaviour expected for reactions possessing a barrier and reflects the competition between the collision frequency (which decreases at low temperatures) and the capture probability (which increases at low temperatures). For \( s = 4 \), the rate constant is actually independent of temperature. This case is encountered for reactions occurring between an ion and a non-polar molecule (a charge induced-dipole interaction), and such behaviour has been found experimentally over a wide range of temperatures [50].

Clearly, this simple approach neglects many of the details of the reaction. The assumption of an isotropic intermolecular potential ignores effects from the rotation of the colliding molecules and the orientation dependence of their interaction. To correct this, more detailed calculations can be performed to produce radial potential curves that depend on the initial rotational quantum states of the molecules. This approach forms the basis for the rotationally adiabatic capture theory developed by Clary [29,51] and also the statistical adiabatic channel model of Troe and co-workers [52]. Both these methods also take into account quantization of the total angular momentum, the effects of which become increasingly important at low temperatures. Examples of the adiabatic potential curves which govern the capture dynamics are shown in Figure 1(b) for the case of two polar molecules.

Capture-based approaches have been remarkably successful in describing the temperature dependence and the absolute magnitudes of rate constants for barrierless ion–molecule collisions down to temperatures of around 10 K [53]. However, in order to describe the reaction purely in terms of long-range intermolecular forces, it is important that the positions of the centrifugal barriers are located at large intermolecular separations. Whilst this is likely to be the case for ion–molecule reactions, collisions between neutral molecules will sample the shorter range parts of the potential surface where chemical forces become important. As such, for most chemical reactions, extensive \( \textit{ab initio} \) electronic structure calculations are required and, for open-shell reagents, further complications arise from the possibility of reaction on multiple potential energy surfaces [54].

Although we have described the rates of barrierless chemical reactions using a classical capture approximation, it is likely that the assumption of classical motion along the reaction co-ordinate will become a poor approximation in the cold and ultracold regimes, as discussed in more detail in Section 6 of this paper. Fully quantum mechanical reactive scattering calculations are possible for certain barrierless reactions, although such calculations are particularly
demanding as a large number of basis functions are required to describe the many quantum states supported by deep potential wells. In spite of this, there have been a number of impressive quantum dynamics calculations on systems involving three atoms. For example, Launay and co-workers have used a time-independent hyperspherical close-coupling method to calculate reaction and inelastic cross sections for atom exchange reactions involving alkali-metal atoms and dimers and also for various insertion reactions [55]. One area where such calculations are particularly useful concerns the stability of highly vibrationally excited dimers formed by photo-association in an optical dipole trap (see Sections 3 and 4):

$$M_2(v) + M \rightarrow M_2(v' \leq v) + M,$$

where $M = \text{Li, Na, K}$. The exothermicity of these vibrationally inelastic collisions is more than sufficient to eject the molecules from the trap.

The astrophysical importance of barrierless reaction processes at temperatures as low as $10 \text{K}$ has driven the development of experimental methods for measuring reaction cross sections down into this temperature range. Most notably, the rapid expansion of a high-pressure gas through a small hole into vacuum has proved to be a particularly powerful and versatile method for producing cold molecules. Multiple collisions between molecules in an expanding supersonic jet produce a fast-moving supersonic molecular beam with a narrow velocity distribution and significantly cooled internal degrees of freedom [56,57]. Translational temperatures below $1 \text{K}$ can routinely be obtained for motion defined in the frame of reference moving at the mean beam velocity, limited only by the formation of clusters and by finite collision cross sections. Molecules with higher perpendicular velocity components can be eliminated from the beam using skimmers. The thermodynamic price associated with the formation of such low-temperature beams is a high laboratory frame velocity (as the expansion occurs adiabatically, the thermal enthalpy is converted into kinetic flow energy). As a consequence, crossed molecular beam experiments are unable to achieve very low collision energies even at small crossing angles as the mean velocities of the beams contribute to the effective collision energy and because the energy resolution becomes limited by the spread of velocities in the beams. Only by seeding two chemical species into a single beam under conditions where collisions may still occur can low-temperature reactions be achieved. In this way, Smith and co-workers demonstrated that low-collision-energy ion–molecule reactions could be studied by ionizing one species in the high-density part of the molecular beam [58]. Similarly, Mackenzie et al. in their study of the $\text{H}_2^+ + \text{H}_2$ reaction [34] demonstrated the possibility of accelerating an ionized species within a supersonic beam to induce collisions with the neutral molecules.

Much greater control of the temperature can be achieved in the CRESU experiment (as reviewed in Refs. [53,59]) in which a large diameter Laval nozzle is used to obtain genuine thermal equilibrium within a supersonic beam at temperatures as low as $7 \text{K}$, but more typically down to $15 \text{K}$. Reactive species are generated either by pulsed laser photolysis or photo-ionization within a helium beam using a high backing pressure and high densities ($\sim 10^{16}$ molecules cm$^{-3}$). Reactive collisions in the jet occur in the $100$–$500 \mu$s during which the flow remains uniform. A wide variety of reactions have been studied using this technique and absolute values for the thermal reaction rate constant can be obtained as a function of temperature; for example, Carty et al. have studied the reaction of $\text{CN} + \text{allene}$ over the $10$–$100 \text{K}$ range [60].

The primary experimental challenges for studying reactions in the sub-Kelvin range are the development of general methods for decelerating and cooling molecules, and finding techniques that produce sufficient molecules to detect reaction products. Currently, a number of methods, which are discussed below, exist which might typically generate number densities of the order of $10^8$ molecules cm$^{-3}$. But consider a hypothetical experiment in which samples of two reacting species have been brought together with these densities. For collisions with a relative velocity of $1 \text{m s}^{-1}$ and a collision cross section of $10^{-15}$ cm$^2$, the collision frequency per molecule ($Z = \sigma v_{rel} N$) would be just $10^{-5} \text{s}^{-1}$. The density of product molecules, assuming they could be trapped in the same volume as the reactants, would then initially increase at a rate of only $10^3 \text{cm}^{-3} \text{s}^{-1}$. It is apparent from these figures that either very long interaction times are required to study reactive collisions or that somewhat higher densities are needed to make the detection of products viable. In Section 5 we highlight the advantages of studying ion–molecule collisions in this respect.

### 3. Techniques for making cold and ultracold molecules

The success of many experiments with ultracold atoms arises ultimately from the use of laser cooling to obtain high densities of trapped atoms at temperatures of around $1 \text{mK}$ and below [61]. Laser cooling or the manipulation of atomic motion by optical fields can occur by several mechanisms, one of which is the
scattering force produced by a radiation field resonant with an atomic transition [61]. This force provides the basis for Doppler laser cooling whereby an atom irradiated with laser light detuned slightly below an atomic transition frequency is cooled by repeated cycles of stimulated absorption and spontaneous emission. In each cycle, atoms moving towards a laser beam may absorb a photon as a consequence of the Doppler shift and the momentum of the absorbed photon produces a recoil which slows the atom. As the atom returns to the ground state by spontaneous emission (which in free space has no preferred direction), the average effect over many cooling cycles is a viscous force which damps the atomic motion. Large cooling rates require a closed two-level transition with a short excited state lifetime and, for this reason, optical transitions in alkali-metal atoms, metastable rare gas atoms or singly charged alkaline-earth metal ions are most frequently used. Unfortunately, for the reasons discussed below, the dense and complicated energy level structure present in molecular systems has so far prevented the direct use of laser cooling techniques to obtain low-temperature molecules. Instead, a wide variety of alternative methods have been developed in many different laboratories. In this section we review these methods and their prospects for studying ultracold chemical reactions.

The problem with laser cooling molecules, or atoms with more complicated energy level structures, is that spontaneous emission can occur into metastable states that no longer interact with the cooling lasers. In atomic systems this ‘shelving’ of the population can often be addressed with additional lasers which repump these states back into the optical cooling cycle. For molecules, however, such an approach is impractical because fluorescence can occur over a range of wavelengths, which ensures the population is distributed over a large number of rovibrational states, each requiring a repumping laser tuned to the correct frequency [62]. As rotational transitions typically occur with well-defined selection rules, the difficulty arises mainly from the lack of vibrational selectivity. Several schemes have been suggested to overcome this problem [63–66]: for example, choosing a diatomic molecule with a nearly diagonal Franck–Condon matrix or using optimally shaped femtosecond laser pulses in the excitation step, but these have yet to be tested.

Laser cooling can still be used to obtain cold molecules by an indirect route: the coldest molecular gases produced in the laboratory to date have been formed through the pairing of ultracold alkali-metal atoms by three-body collisions, photo-association or magnetic Feshbach resonance tuning. However, the search for alternatives to laser cooling has led to the development of experimental techniques which are able to produce low-temperature molecules of greater chemical diversity. These include various methods for decelerating molecules in a molecular beam, such as Stark, Zeeman or optical deceleration, buffer gas cooling, collision-based cooling and velocity selection. Figure 2 shows the typical temperatures and number densities that can be produced by these various sources.
of cold molecules. Molecules such as ND₃, NO, and CH₃F, or radicals such as OH and NH, can now be produced with temperatures in the milliKelvin range and, in the cases of Stark deceleration and buffer gas cooling, electrostatic and magnetic trapping has been achieved. In contrast to the techniques using ultracold atoms, the number densities obtained at these temperatures are typically limited to around 10⁸ molecules cm⁻³. This limitation arises mainly because conservative forces are used to manipulate the molecules and so the phase space density remains constant, as required by Liouville’s theorem. For molecules with a thermal de Broglie wavelength \( \Lambda = \left( \frac{2\pi \hbar^2}{mk_B T} \right)^{1/2} \), the phase space density can be written

\[
D = n\Lambda^3, \tag{7}
\]

where \( n \) is the number density. This parameter provides a measure of the quantum wavelength of the molecules in terms of their average intermolecular separation; as \( D \) increases the fundamental distinguishability between molecules diminishes until eventually quantum degeneracy is reached. Liouville’s theorem dictates that the phase space density remains constant for a system of particles evolving under the action of forces which do not depend on their velocities (i.e. those described by a classical Hamiltonian). Genuine cooling can only be brought about by the action of dissipative forces and so, for techniques based on decelerating a molecular beam, the maximum possible phase space density is limited to that obtained after the initial supersonic expansion. Thus, although trapping of neutral molecules has now been achieved by a number of groups, the challenge of obtaining simultaneously colder and more dense ensembles of molecules will require secondary cooling schemes to be developed (see Section 4).

### 3.1. Molecular beam deceleration

#### 3.1.1. Stark deceleration

Just as electric fields have been used for many years in accelerator physics to control the velocity of charged particles, they can also be used to manipulate the motion of polar molecules. This idea has provided the motivation for the Stark decelerator, a device designed and first implemented by Meijer and co-workers [67,68] that uses time-varying electric fields to bring part of a supersonic molecular beam to rest in the laboratory frame. The principle employed is illustrated in Figure 3(a) and (b). The molecular beam passes through a series of high-voltage electrode pairs, designed to create large inhomogeneous electric fields along the decelerator axis. As molecules enter the region of high electric field between the electrodes, those in ‘low-field seeking’ quantum states (for which the Stark effect produces a positive shift of energy with field) gain potential energy at the expense of kinetic energy and become fractionally slowed. For a static electric field configuration, these molecules would subsequently be accelerated away from the electrodes after passing the field maximum, but switching the high voltages to the next pair of electrodes allows the kinetic energy to be permanently removed. This process is repeated along the length of the decelerator and each pair of electrodes also acts as an electrostatic lens to allow transverse focussing of the beam.

Figure 3. (a) Experimental setup for Stark deceleration. (b) Principle of Stark deceleration. Molecules in low-field seeking quantum states lose kinetic energy as they enter regions of high electric field between the high voltage electrodes. As the molecules near the top of the potential energy curve, the high voltages are switched to the next pair of electrodes, removing energy from the beam. This process is repeated along the length of the decelerator. (c) Experimental time-of-flight spectrum for slowing ND₃ molecules using our 131-stage Stark decelerator. The central packet of the late-arriving molecules has been decelerated from 360 m s⁻¹ to 175 m s⁻¹, removing around 75% of the kinetic energy.
Figure 3(c) shows a typical time-of-flight spectrum produced using a 131-stage Stark decelerator in our own laboratory following deceleration of ND₃ molecules seeded in a xenon molecular beam.

Even when light molecules are seeded into a beam of a heavy carrier gas such as xenon, approximately 100 cm⁻¹ of energy must be removed for deceleration to near-zero velocity. A polar molecule in a quantum state with an effective dipole moment of 1 D, experiences a change in electric field of 100 kV cm⁻¹, experiences a large change in its motion. Vanhaeke and Merkt used a six-stage inhomogeneous magnetic fields can be used to decelerate molecular beams with effective longitudinal temperatures as low as 250 μK.

Slowly moving molecules produced using this technique have already found many applications, including high-resolution spectroscopy [14,18] and lifetime measurements [74,75], trapping in static and AC electric fields [76–80], magneto-electrostatic and magnetic trapping [81], reflection from a microstructure or permanent magnet array [82,83] and tunable-energy collision studies [84]. More recently, a molecular synchrotron [85] has been constructed which confines molecules in bunches orbiting inside a split hexapole ring—a direct analogue of the charged-particle synchrotrons used for high-energy collision experiments. The Stark deceleration technique is best suited to light molecules with large first-order Stark shifts and, to date, has been demonstrated for a number of molecules in low-field seeking states: metastable CO (a³Π) [67,65]; ND₁ and other ammonia isotopomers [86]; OH/OD (X²Π, v = 0, 1) [77,87–89]; formaldehyde [90]; NH (a¹Δ) [78,91]; SO₂ [47,48]. There is also the interesting possibility of creating cold SO molecules and oxygen atoms by near-threshold photodissociation of decelerated SO₂ molecules. For this purpose, a 326-stage decelerator has been constructed and successfully tested by the group of Tiemann [48]. Applications of Stark decelerated molecular beams have recently been reviewed by van de Meerakker et al. [92]. Current work in our lab is focussed on decelerating CH₃F/CH₂F₂ molecules and generating radicals such as CH (X²Π) for deceleration.

A different design of Stark decelerator can also be used to slow beams of molecules in high-field seeking states (those for which the energy decreases with increasing field strengths) [93] and proof of principle experiments to decelerate metastable CO [94], benzonitrile [95], OH [96] and YbF [97] have been demonstrated by the groups of Meijer and Hinds. Deceleration of molecules in high-field seeking states is necessarily more challenging as the molecules can only be prevented from crashing into the high-voltage electrodes using dynamic or ‘alternate gradient’ (AG) focussing schemes which only provide relatively weak transverse confinement [98]. However, these techniques are particularly important as they allow polar molecules to be decelerated in their ground rotational state (which is always high-field seeking) and because they can be used to slow heavy molecules of spectroscopic or biomolecular interest (which generally do not have suitable low-field seeking states). An extensive review of AG focussing and deceleration is given in Ref. [98], and an analysis of how to optimize the transverse dynamics during AG guiding is provided in Ref. [99]. One of the advantages of producing decelerated ground-state molecules is that these are not subject to energy releasinginelastic collisions, thus enhancing prospects for sympathetic cooling by elastic collision (see Section 4).

Stark decelerated molecular beams offer potential advantages for chemical reaction studies: they are intrinsically quantum state-selected, and have arbitrarily tunable final speeds and narrow velocity distributions. Consequently, they are well-suited to precise measurements of the energy dependence of scattering cross sections and the possibility of electrostatic focussing using pulsed hexapole fields could allow targeted collision experiments with trapped ions, laser-cooled atoms or with surfaces.

3.1.2. Zeeman deceleration
In direct analogy with the Stark decelarator, Vanhaeke and Merkt [100], and subsequently Raizen and co-workers [101], have demonstrated that pulsed inhomogeneous magnetic fields can be used to decelerate molecules and atoms with magnetic dipole moments. Vanhaeke and Merkt used a six-stage
the many electronic eigenstates of the molecule show a large is highly polarizable. In an external electric field, the
raizen and co-workers have used an 18-stage decelerator to slow a beam of metastable neon atoms from 461 m s−1 to 403 m s−1 [103]. In both cases, a pulsed high current is passed though water-cooled electromagnetic coils to generate magnetic field strengths of several Tesla. For these field strengths the amount of kinetic energy lost per switching stage is generally similar to that in Stark deceleration and the same principles of phase-stability apply. This approach offers exciting prospects for decelerating free radical species for chemical reaction studies; for example, the Zeeman deceleration of molecular oxygen has recently been demonstrated using a 64-stage decelerator [104]. As the time sequence for pulsing the magnetic fields depends on the specific Zeeman shifts of the molecules, the slowed molecules are intrinsically state-selected (as with Stark deceleration). Magnetic trapping of Zeeman-decelerated H atoms has also recently been reported [105], and similar experiments with other atoms and molecules can be anticipated.

3.1.3. Rydberg deceleration

When a molecule is excited to a high Rydberg state with one electron in an orbit of high principal quantum number (e.g. \( n = 10 \sim 100 \)) the electron distribution is highly polarizable. In an external electric field, the electronic eigenstates of the molecule show a large linear Stark shift, and there is a lifting of the very high electronic degeneracy of Rydberg states (arising from the many \( l \) and \( m_l \) states of given \( n \)). The states whose energy increases with the field strength have electron distributions in which the Rydberg electron is localized on the side of the atom pointing away from the field direction. Conversely, those states whose energy decreases with field have the electron localized on the side pointing in the direction of the field. In either case a large dipole moment is created which can be of the order of \( n^2 \) atomic units—many orders of magnitude greater than in a typical ground-state molecule. Thus, in principle, molecules in Rydberg states are much more readily decelerated by inhomogeneous electric fields.

softley and co-workers demonstrated that a single-stage dipole, produced by a pair of cylindrical rods, with fields of the order of 1 kV cm−1 (compared with 100 kV cm−1 in the Meijer-type Stark decelerator) could reduce the energy of an \( \text{H}_2 \) Rydberg beam (\( n \sim 20 \)) by 10% [106,107]. Subsequently, merkt and co-workers demonstrated that two pairs of electrodes could be used to bring H atoms (\( n \sim 30 \)) to a standstill, and subsequently reflected [108] or electrostatically trapped [109,110]. There are several complications with this technique, however, the main one being associated with the lifetime of these highly excited species. In the experiments of softley et al. with \( \text{H}_2 \) molecules, these lifetimes were around 5 μs, while for the H atom experiments the higher- \( n \) states survived for more than 10 μs. The fields that are applied to decelerate the molecules can have major effects on the lifetimes of the Rydberg states, and the need to preserve long lifetimes sometimes conflicts with the optimum fields for deceleration. Thus, for example, it has been shown that populating Rydberg states in the presence of a field and then switching that field to zero generates long-lived states. However, near zero-field the high-field or low-field seeking character of the states is likely to be scrambled, hindering deceleration. A significant difference between atoms and molecules in this respect is that predissociation does not exist for atoms, whereas it dominates for molecules. Consequently, the main decay processes for atoms are spontaneous emission and stimulated absorption/emission by the black-body radiation field. Other complications include the energy level crossings between the numerous Rydberg states at specific fields. If these crossings are followed adiabatically by the molecule then a low-field seeking state can be converted instantaneously into a high-field seeking state (and vice versa) [111]. A decelerative process may then suddenly become accelerative and the molecules become attracted to the electrodes.

There are potentially interesting applications of cold Rydberg states—not only in their chemistry, where they may react with neutral ground states rather like ion–molecule reactions, but also in electron transfer processes with electron-acceptor molecules like SF6 [45]. There is also considerable interest in the properties of ultracold Rydberg gases, and it has been suggested that these might be suitable for quantum computing applications [112,113]. Greene et al. have also suggested the existence of exotic molecules formed by interaction between a Rydberg atom and a ground-state atom [114]. The wavefunctions of the species have inspired the name ‘trilobite’ states because their multimodal characteristics resemble the fossils of these now extinct animals.

3.1.4. Optical deceleration

Neutral molecules can also be decelerated through their interaction with far-off-resonant optical fields. This ‘optical Stark deceleration’ makes use of the very large electric fields that can be generated using pulsed lasers: through the second-order Stark effect,
polarizable molecules in a laser focus experience an induced-dipole force for the duration of the laser pulse. For non-oriented molecules, the optical field in a non-resonant laser pulse produces a quasi-electrostatic potential [115]

\[ U(r, t) = -\frac{1}{4} \alpha |E(r, t)|^2, \]

where \( \alpha = (\alpha_\parallel + 2\alpha_\perp)/3 \) is the polarizability averaged over all orientations of the molecular axes and \( E(r, t) \) is the time- and space-dependent electric field, which is averaged over one optical cycle. This potential is such as to draw molecules into the high-field region and the resultant force can be used to accelerate/decelerate, separate, focus or trap molecules [116–120] with appropriate optical field configurations. As the induced-dipole interaction depends only on the molecular polarizability, the method is potentially very general, although multiphoton/tunnelling ionization and molecular photodissociation processes limit the intensity of the laser pulse that can be used [121].

Barker and co-workers have used a travelling optical lattice formed by the interference of two counter-propagating laser pulses to decelerate seeded molecular beams of NO and benzene [122,123]. By changing the lattice velocity or the intensity and duration of the laser pulse, the molecules could be tunably accelerated or decelerated. The experimental setup is illustrated in Figure 4. In the case of NO molecules, nanosecond pulses with intensities of around \( 10^{11} \) W cm\(^{-2} \) from two Nd:YAG lasers were used to create a lattice with an average well depth of 22 K moving with a constant velocity of 321 m s\(^{-1} \). For this choice of parameters, the NO molecules undergo a half-oscillation in the travelling potential wells, producing a deceleration from 400 m s\(^{-1} \) to 270 m s\(^{-1} \). Although only \( 10^7 \) molecules per pulse are slowed, their density of around \( 10^{10} \) molecules cm\(^{-3} \) is comparatively high and these values might be further increased by moving the laser focus closer to the molecular beam nozzle [122]. Ramirez-Serrano et al. have also shown the acceleration and deceleration of H\(_2\) molecules by up to 200 m s\(^{-1} \) using a stationary interference pattern at high intensities [124].

### 3.1.5. Mechanical slowing methods

A conceptually simple approach to generate cold molecules with low lab frame velocities involves rapidly moving a molecular beam source backwards as the gas expands forwards, allowing direct cancellation of the flow velocity of the beam. This kind of mechanical manipulation of beam speeds was originally developed by Moon et al. for beam acceleration [125], but more recently Herschbach and co-workers have been able to demonstrate the slowing of a supersonic beam emerging from the tip of a high-speed rotor [126,127]. By varying the rotor frequency, the speed of the beam as it exits the counter-rotating nozzle can be tunably increased or decreased. As this technique is very general it is potentially useful for chemical dynamics studies. It has been shown to work for molecules such as O\(_2\) (lowest velocity 67 m s\(^{-1} \)), CH\(_3\)F (91 m s\(^{-1} \)) and SF\(_6\) (55 m s\(^{-1} \)). However, a number of technical difficulties exist: most significantly, the very large centrifugal forces in the rotor make the design of a pulsed system very challenging and, in the experiments of Herschbach and co-workers, the gas emerged continuously from the rotor tip as a 360\(^{\circ} \) spray, limiting the beam intensity and generating a large background pressure.

A second method which makes use of fast mechanical motion in the laboratory frame has been developed by Raizen and co-workers [128]. By mounting a silicon wafer at the tip of a large diameter, high-speed rotor, a supersonic beam of helium atoms was reflected from the fast-receding crystalline surface. In much the same way as a tennis player slows a tennis ball with a drop shot, the reflected He atoms could be decelerated from 511 m s\(^{-1} \) to 265 m s\(^{-1} \), with the final velocity limited by the maximum rotor speed. The velocity spread of the slowed beam was found not to have significantly increased following the specular reflection. It remains to be seen whether the technique
can be extended to decelerate light molecules such as H₂, D₂ and CH₄.

3.2. Velocity selection

In a sample of gas at around room temperature there exists a broad Maxwell–Boltzmann distribution of velocities, which includes a certain fraction of molecules with very low speeds. Although this fraction is small—typically only 0.1% of molecules have speeds less than 10% of the mean—the total number of slowly moving molecules can still be high and these molecules can be extracted as a source of ‘cold’ molecules. Experiments by Rempe and co-workers [129,130] have demonstrated that, for certain dipolar molecular gases, a high-voltage electric quadrupole with a right-angle bend can be used to filter the low-velocity molecules from a room-temperature gas injected at low pressure from an effusive nozzle (as illustrated in Figure 5(a)). For molecules in low-field seeking quantum states, the large inhomogeneous electric fields in the quadrupole guide create a conservative two-dimensional trapping potential which confines the slow moving molecules between the electrodes, allowing them to be transported around the bend. Fast moving molecules are lost from the guide and the quadrupole bend therefore acts as a low-pass velocity filter to produce a continuous beam of molecules with a low translational temperature.

The transmission of molecules through the guide depends on the high voltage applied to the quadrupole, the radius of the bend and the Stark shift to mass ratio of the molecular quantum states. Figure 5(b) shows velocity distributions, measured in our laboratory, for ND₃ molecules emitted from an electrostatic quadrupole guide with a bend radius of 12.5 mm, operating at different quadrupole voltages. The lack of molecules with velocities below 20 m s⁻¹ is believed to arise from the acceleration caused by the fringe fields at the end of the guide [131]. Typically, around 10⁸ molecules s⁻¹ can be produced as a continuous flux at the exit of the quadrupole [130]. As the molecules are loaded into the quadrupole from an effusive source, the guided molecules are produced in a wider range of rotational quantum states compared with molecular beam deceleration techniques. Some state purification is possible as a consequence of the different Stark shifts of the rotational levels; the rotational distribution of formaldehyde molecules exiting such a guide was recently measured in a depletion spectroscopy experiment in which the tunable narrow-bandwidth UV radiation from a continuous ring dye laser was used to state-selectively photodissociate molecules within the quadrupole guide [132].

This source of cold molecules has several potential advantages for use in studies of low-energy chemical reactions. Firstly, the molecules are produced as a continuous flux, and therefore the possibility exists to accumulate significant numbers of cold molecules in an electrostatic trap [133]. Secondly, the source is relatively simple to operate and is compact, in comparison with the Meijer-type Stark decelerator. Thirdly, the application of a radiofrequency oscillating field to the quadrupole allows ‘high-field seeking’ molecules to be guided and this feature enables application to heavy molecules. For example, a related type of experiment using the neutral-molecule analogue of a quadrupole mass filter has shown that it is possible to spatially separate two conformers of 3-aminophenol in a molecular beam [134].

One disadvantage is that although the translational temperature of the selected beam becomes lower as the quadrupole voltage is reduced, the number density of molecules will also be substantially reduced. Thus in practical terms it may be difficult to achieve useful densities of molecules with translational temperatures much lower than ~500 mK, unless one starts with a cooled effusive source. Nevertheless, starting with a room temperature source of methyl fluoride molecules,
low-energy studies of the chemical reaction \( \text{CH}_3\text{F} + \text{Ca}^+ \rightarrow \text{CH}_3 + \text{CaF}^+ \) have recently been carried out in Oxford [35] (see Section 5).

The relatively low fluxes of molecules that can be produced from the quadrupole guide simply reflect the low number of slowly moving molecules in the effusive source distribution; higher fluxes can be achieved by cooling the nozzle. At low temperatures this approach is limited by condensation of the gas inside the nozzle, but it has recently been shown that the effusive source can be surrounded by a cryogenic environment of helium buffer gas [135,136]. By tuning the density of helium atoms near the nozzle exit, it is possible to cool the translational degrees of freedom of the molecules, better matching the emittance of the effusive beam to the acceptance of the guide. Furthermore, the buffer gas density allows the rotational state populations to be tuned to produce beams with higher quantum state purities. Using a helium density of \( 10^{14} \text{cm}^{-3} \), van Buuren et al. [137] obtained a guided flux of around \( 7 \times 10^{10} \) ND\(_3\) molecules s\(^{-1}\) with a measured average velocity of 65 m s\(^{-1}\). Formaldehyde molecules were also guided using this source and it was found that 82\% of the transmitted population was in a single rotational quantum state [137].

Finally, in a different approach, Arndt and co-workers have also shown that beams of slowly moving heavy (\(< 6000 \text{a.m.u.}\)) molecules can be produced using a series of helical grooves milled into a rotating metal cylinder to create a mechanical velocity selector [138].

### 3.3. Cold atom methods

A different ‘synthetic’ route to produce cold molecules starts from the fairly dense, ultracold ensembles of atomic alkali atoms that can be produced through laser cooling. By pairing cold atoms together, diatomic molecules can be produced in two different ways: through photo-association or magnetic Feshbach resonance tuning [139]. In both cases, the very low collision energy limits the total angular momentum and so the molecules are typically produced with little rotational excitation. The formation of the molecules at large separations, however, leads to highly excited vibrational states and there has been significant effort aimed at removing this excitation. From a chemical perspective, molecules created this way are particularly unusual, with a de Broglie wavelength significantly larger than typical molecular dimensions. In certain cases, these molecules can be produced with sufficiently high phase space densities to allow Bose–Einstein condensation and, using fermionic atoms such as \(^6\)Li and \(^{40}\)K, these molecular BECs have been used to investigate the formation of the composite-Boson ‘Cooper pairs’ that feature in the BCS theory of superconductivity [140,141].

#### 3.3.1. Photo-association

The photo-association technique [142] starts with laser-cooled atoms and uses laser-induced association to generate electronically excited (and highly vibrationally excited) dimer species. The technique has been applied to form dimers of alkali or alkaline earth metals and heteronuclear species with two different alkali dimers, e.g. RbCs [143]. As shown in Figure 6(a), the long-range attractive potential between two atoms changes the excitation energy of the atom when it is in the presence of a second atom—typically, for alkali-metal interactions, the depth of the interaction between an excited atom and a ground-state atom is stronger than between two ground-state atoms. Thus, if the atoms are irradiated continuously with light at a frequency just below the excitation frequency of the atom, and the kinetic energy of the atoms is negligible (which is a good assumption for laser-cooled atoms), then at a certain separation there will be a transition between the unbound ground-state pair of atoms and a very high vibrational level of the excited state of the dimer, as shown in Figure 6(a). Consequently, photo-induced dimerization occurs, and by scanning the laser frequency, a series of spectroscopic transitions is observable, each corresponding to the production of different vibration–rotation levels of the bound molecule. However, in order to get the molecules into the electronic ground state and to reduce the degree of vibrational excitation, further laser-induced (e.g. using shaped femtosecond pulses [144]) or spontaneous transitions are required. Some recent progress in this direction is summarized in Section 3.3.3 below.

#### 3.3.2. Feshbach resonance magnetic tuning

A Feshbach resonance is a scattering resonance which occurs when the collision energy of the two colliding atoms becomes degenerate with a bound level of an excited state of the diatomic molecule. At such energies there may be an enhancement of scattering cross sections, and a dramatic change in the scattering length (see Section 6), as a result of the colliding atoms becoming transiently captured into a bound state of the dimer (see Ref. [146]). The general situation is illustrated in Figure 6(b). In practice, this technique starts with laser-cooled alkali metal atoms and the energies of the colliding pair are extremely low.
The bound state is a highly vibrationally excited state of the dimer potential which typically correlates with a different hyperfine state of one of the two atoms. As the hyperfine states have different magnetic moments, bound states can be brought into resonance with the energy of the colliding atoms by applying an external magnetic field. Consequently, Feshbach resonances can occur at specific magnetic field strengths; in Figure 6(b) these fields essentially correspond to the point where the molecular resonance crosses zero energy. Sweeping the field through this value allows the system to be transformed smoothly from atoms to molecules, in some cases with near 100% efficiency. Experimentally, the existence of molecules can be clearly shown in a Stern–Gerlach-type experiment in which the alkali-metal dimers are separated from the unconverted atoms using a magnetic field gradient. The molecules are subsequently dissociated by applying a reverse-sweep of the magnetic field to allow imaging of the released atoms. This is illustrated by the atomic absorption image shown in Figure 6(b), obtained by Rempe and co-workers [145], in which two spatially separated Rb atom clouds were produced: the left arising from unconverted atoms, the right from dissociated molecules.

Though highly excited, Feshbach molecules are produced in specific rovibronic states which can be manipulated (to a limited extent) using radiofrequency magnetic fields [147]; they are used to investigate universal few-body physics in so-called ‘Halo states’ [148], or three-body Efimov states [149], and are used for the production of molecular BECs [140,150]. Indications of scattering resonances in a Cs₂ molecular gas [151], as well as the observation of collisions with Cs atoms (see Section 5), suggest that it may also be possible to form alkali-metal trimers or even tetramers through magnetic-field tuning. Molecules formed via controlled collisions of ultracold atoms retain the quantum mechanical coherence that existed in the original ultracold atomic gas, suggesting that many-body effects or ‘superchemistry’ might also be observable [22–24].

3.3.3. Transferring population to the vibrational ground state

For both Feshbach-resonance tuning and photo-association, translationally ultracold molecules are formed in vibrationally excited states near the dissociation limit. Considerable efforts have been directed at devising schemes for transferring population to the ground state, with much recent success. DeMille and co-workers have shown that RbCs dimers formed by photo-association decay primarily by fluorescence to the \( \nu = 37 \) state of the \( \Sigma^+ \) electronic state. These molecules can then be transferred to \( \nu = 0 \) of the \( \Sigma^+ \) state via a stimulated emission pumping process, i.e. laser excitation of the molecules into a more highly excited state.
excited state followed by a down-pumping step by a second laser. A detectable quantity of ground-state \((v = 0)\) dimers can be formed this way [143]. In the case of LiCs, Weidemüller and co-workers [152] have found that photo-association to the \(B^1\Pi\) state can populate levels as low as \(v = 4\) which then have a high probability of spontaneous fluorescence to the \(v'' = 0, J'' = 0\) and 2 levels of the ground state at a temperature of 260 \(\mu\)K. The production rate in these experiments is equal to \(5 \times 10^3\) molecules s\(^{-1}\), and the advantage in this case is that no extra lasers are required to transfer the population to the ground state. Pillet and co-workers have shown [153] that a pulse from a broadband femtosecond laser can be used to drive transitions between the relatively low-lying ground-state levels \(v = 0\) to 10 that are formed by spontaneous emission from the \(B^1\Pi_u\) state of Cs\(_2\) following photoassociation. Using optical pulse shaping the population transfer to \(v = 0\) can be optimized to give over 70% population transfer and the method is expected to be broadly applicable. Lang \textit{et al.} have used a stimulated Raman process (STIRAP) to transfer nearly 90% of the population from the \(v = 36\) level in the deeply bound \(3\Sigma^+\) state of Rb\(_2\) into its \(v = 0\) ground state via the excited \(3\Sigma^+_u\) surface [154]. The population transfer was performed in a 3D optical lattice which allowed the ground-state molecules to be trapped. Similarly, Ye and co-workers have used STIRAP to transfer a population of KRb polar molecules to the ground vibrational level of the lowest triplet state, achieving a density of \(10^{12}\) cm\(^{-3}\) (3 \(\times\) 10\(^4\) molecules in an optical dipole trap) and a translational temperature of 350 nK [155]. The significance of these developments is the likelihood that BECs or Fermi-degenerate gases could be achievable with these homonuclear and dipolar ground-state dimers in the near future.

3.4. Collision-based methods

3.4.1. Buffer-gas cooling

Perhaps the most natural way of cooling molecules is to simply immerse them in a very low temperature bath of buffer gas and then rely on elastic collisions to dissipate the excess molecular energy. Such an approach has been pioneered by Doyle and co-workers [156] and has also been implemented by Bakker \textit{et al.} [157]. Though simple in principle [158], there are a number of challenges associated with these experiments [159]. The molecules must avoid interacting with the cryogenically cooled walls of the gas chamber where they would be adsorbed, and there must be a means to retain and isolate the cold molecules when the buffer gas is pumped away. This requires the use of large inhomogeneous magnetic fields to trap molecules in low-field seeking Zeeman states in the centre of the chamber. As such, this technique can only be applied to molecules with a sufficiently large magnetic dipole moment. To date, magnetic trapping has been demonstrated for CaH, NH and VO [156,160,161], and more recently for CrH (\(X^6\Sigma^+\)) and MnH (\(X^7\Sigma^+\)) [162], as well as numerous atoms [163–166].

The molecules (or atoms) to be cooled can be formed by laser ablation or loaded into the gas cell from a molecular beam. Crucially, the molecules must thermalize to the temperature of the buffer gas \((T < 4\,\text{K})\) and relax into the conservative magnetic trapping potential before they reach the walls of the gas chamber. As this typically requires several hundred collisions, a high buffer gas density of around \(10^{16}\) cm\(^{-3}\) is needed. To achieve the lowest temperatures, helium gas is used as it still has an appreciable vapour pressure even down to a temperature of only a few hundred mK. However, subsequent removal of the helium, either by cryopumping or through a large-aperture cryogenic valve, is necessary to prevent molecules being lost through thermal evaporation from the trap or through Zeeman relaxation. Figure 7 shows a schematic representation of the experimental setup for trapping NH molecules. The trap lifetime of the NH molecules depends on the density of He atoms in the trapping chamber and at high densities the molecules are lost through Zeeman-state changing collisions.

Once isolated from the buffer gas, the trapped species continue colliding with one another to form a new thermal distribution which may provide the starting point for evaporative cooling [167]. In principle, high densities of trapped molecules may be obtained, potentially allowing studies of low-temperature collisions such as those already performed with trapped cold atoms such as Mn [168] and Cr [169].

In an interesting development, Patterson and Doyle have also used buffer-gas cooled atoms and molecules as a source for a magnetic octopole guide [136] (analogous to the electric quadrupole velocity selector described above), allowing the production of a high-intensity cold beam source of O\(_2\) molecules with a guided flux of around \(10^{12}\) molecules s\(^{-1}\). In this device, the molecules effuse through a two-stage cell filled with helium gas and are emitted with velocities similar to the cold helium (about 60 m s\(^{-1}\)) so that the effective temperature of the molecules is of order 10 K or more. The relatively high fluxes obtained and expected low rotational temperature suggest this type of source may be useful for collision studies or trapping experiments.
3.4.2. Superfluid helium droplets

Although helium droplets represent a rather different source of cold molecules, we mention them briefly for completeness. Helium droplets are formed by expansion of a high pressure of cryogenically cooled He at a pressure of order 20 bar. Typical helium clusters have sizes ranging from $10^3$ to $10^8$ atoms [170]. One of the most important developments has been the demonstration that helium droplets passing through a gas cell may pick up one or more molecules as they are transmitted [171]. Secondly, it has been discovered that, because the helium droplet is superfluid, the molecules can rotate and vibrate almost freely and therefore spectroscopic measurements may produce sharp rotational lines [172], similar to gas-phase spectra. Molecules in helium droplets have also been photo-ionized [173]. Typically, the absorption of light leads to energy transfer that ultimately leads to a reduction in the number of helium atoms in the droplets. Thus, the absorption can be detected by monitoring the mass change. The molecules formed in helium droplets may be located on the surface or in the centre of the droplet. If two molecules, or two atoms, are collocated in a single droplet then the possibility exists for reaction to occur between them. Such reactions are likely to have a different behaviour from reactions in the gas phase because of the existence of the weakly interacting energy sink (the helium droplet). Toennies and co-workers studied ion–molecule reactions within helium droplets [174]. He$^+$ ions formed inside the droplets by electron impact ionization were allowed to react with D$_2$, N$_2$ or CH$_4$. Charge transfer reactions occurred at a temperature of 0.38 K and secondary reactions of the primary product ions were also observed to occur (e.g. secondary reactions of CH$_3^+$ with D$_2$). Transient intermediate species such as CH$_3$D$_2^+$ could be stabilized within the clusters in certain cases. Reactions between barium atoms and N$_2$O molecules were also studied within helium droplets by observing the chemiluminescence of the BaO product molecules [175].

3.4.3. Kinematic cooling using inelastic and reactive collisions

Single ‘billiard-like’ collisions in crossed supersonic molecular beams can be used to produce molecules that are stationary in the lab frame. For example, Chandler and co-workers [176,177] have used velocity-mapped ion imaging methods to demonstrate the production of slowly moving NO molecules in a crossed-beam scattering experiment with Ar atoms. As is shown in the Newton scattering diagram in Figure 8, the technique relies on the vector cancellation between the recoil velocity of the NO molecules $u_{NO}$ and the centre-of-mass velocity of the collision partners $v_{cm}$.

$$v'_{NO} = v_{cm} + u'_{NO} \approx 0.$$

As the molecules must be scattered in both the right direction (opposite to $v_{cm}$) and with the correct speed, this cancellation occurs for only a small fraction of the molecules in the beam. Nevertheless, NO molecules with final velocities less than 15 m s$^{-1}$ can be generated in a single quantum state at densities approaching $10^9$ molecules cm$^{-3}$ [176].

If the collision partners have non-identical masses, momentum constraints mean that very low final
velocities can only be achieved if a specific amount of excess translational energy can be accommodated in the internal modes of the molecule. For beams intersecting at right angles, the necessary change in the internal energy of the molecule is given by

$$\Delta E_{\text{int}} = \left(1 - \frac{m_a}{m_b}\right) E_a,$$

where $m_a$ and $E_a$ are respectively the mass and initial lab frame kinetic energy of the molecule to be cooled and $m_b$ is the mass of the atomic collision partner. In the experiments of Chandler and co-workers, this excess energy was taken up by rotation of the NO molecule through the inelastic transition $\text{NO} \left( ^2 \Pi_{1/2}, j = 1/2 \right) \rightarrow \text{NO} \left( ^2 \Pi_{1/2}, j' = 15/2 \right)$. Although most NO molecules are scattered into different quantum states, those remaining with very low velocities are produced in only a single rovibrational state.

Further analysis of the scattering kinematics [46,177] predicts that the post-collision velocity distribution of the NO molecules should be significantly narrowed. This ‘kinematic compression’ arises because the centre-of-mass and recoil velocities scale similarly with small changes in the velocity of the NO molecules and cooling to translational temperatures below the $\sim 400 \text{ mK}$ that was measured in the initial experiments should be possible. Intersecting the molecular beams in the centre of an electrostatic or magnetic trap, or using laser-cooled atoms as the collision partner, may potentially allow confinement of the stopped molecules.

This type of collisional cooling is not limited to purely inelastic collisions. Liu and Loesch [178] have shown that slow molecules can also be generated by reactive collisions. Using counter-propagating beams of $\text{HBr}$ and $\text{K}$ atoms, $\text{KBr}$ molecules with speeds below $\sim 60 \text{ m s}^{-1}$ were produced from the chemical reaction $\text{K} + \text{HBr} \rightarrow \text{KBr} + \text{H}$. These experiments rely on the very small mass ratio, $m_{\text{H}}/m_{\text{KBr}}$, and careful tuning of the reactant beam velocities to ensure that the maximum centre-of-mass frame recoil velocity of the $\text{KBr}$ molecules is very small. Notably high intensities ($> 10^{11} \text{ molecules s}^{-1} \text{ sr}^{-1}$) of slow $\text{KBr}$ molecules can be produced this way. A general analysis for producing cold molecules from reactive collisions has been given [46].

A novel variant on these collision-based methods, which remains to be demonstrated, is to photodissociate molecules in a molecular beam in such a way that the fragments are ejected backwards along the beam direction to cancel the velocity of the parent molecule. This requires finding a photodissociation process that produces fragments with a low, well-defined energy, together with a highly directed angular distribution. One possible system would be $\text{NO}_2$ for which there is strong absorption close to the dissociation threshold, a tuneable photofragment energy and a strongly polarized angular distribution of the photofragments [179].

4. Trapping and secondary cooling techniques

4.1. Trapping cold and ultracold molecules

A variety of potential applications of cold molecule sources would benefit from, or absolutely require, the trapping and storage of cold and ultracold molecules on a timescale from milliseconds to hours. Such long timescales for observation could provide collisional experiments with increased sensitivity, and would eliminate transit-time broadening as a limiting factor in ultra-high-resolution spectroscopy. The secondary cooling of cold molecules produced in the milliKelvin
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temperature range into the ultracold regime, via evaporative, sympathetic, or cavity cooling methods (see Section 4.2) would also require long storage times. A number of traps have been designed for neutral molecules making use of inhomogeneous magnetic, electric or optical fields and these developments are briefly reviewed in this section.

4.1.1. Electrostatic traps

Polar molecules that have been decelerated in low-field seeking states can be trapped using static inhomogeneous electric fields. This was first demonstrated by Bethlem and co-workers who applied high voltages to the electrodes of a quadrupole trap consisting of a ring electrode with two endcaps [76] to create a deep electric field minimum in which Stark-decelerated ND₃ molecules could be confined at a translational temperature of 25 mK. The trap was mounted at the end of the Stark decelerator and loaded by switching the high voltage applied to the endcap electrodes so that a decelerated beam moving at around 15 m s⁻¹ could be admitted whilst simultaneously undergoing a final deceleration step to bring the molecules to a standstill in the trap centre. Several molecular radicals such as OH and NH (and also metastable CO) have been trapped using this method. Trap lifetimes greater than ~1 s have allowed the effects of optical pumping by blackbody radiation to be observed [89] and direct measurements to be made of the radiative decay lifetimes for vibrationally excited or metastable molecules [74,75]. Evolutionary strategies have also been implemented to improve the efficiency of the loading process [180].

Veldhoven et al. have reported the implementation of a more versatile four-electrode electrostatic trap [181], shown in Figure 9(a), that is capable of creating dipolar, quadrupolar or hexapolar fields. By superposing the dipolar and hexapolar fields, a double-well or single-well potential can be generated and the trap can be rapidly switched between the different field configurations. As the double-well potential allows two packets of molecules to be stored on either side of a barrier (as has been demonstrated for ⁱ³ND₃ [181]), the different field configurations might be used in future experiments with more dense samples to produce collisions between packets of trapped molecules.
Electrostatic trapping has also been demonstrated with methods other than Stark deceleration. Kleinert and co-workers have realized a thin wire electrostatic trap consisting of four concentric rings and used it to trap ultracold NaCs molecules formed by photoassociation of cold atoms to \( v = 19 - 25 \) in a Magneto-Optical Trap (MOT) [182]. The electrostatic trap is designed so that it can be superimposed on the MOT and, given the low temperature of the molecules (\( \sim 200 \mu \text{K} \)), the electrostatic fields required for trapping are relatively low. A trapping lifetime of 225 ms was found, limited by the background pressure. Rieger et al. have reported a ‘leaky’ electrostatic trap formed from a series of ring and cap electrodes [133] into which velocity selected \( ^{15}\text{ND}_3 \) molecules from a bent quadrupole guide can be continuously loaded, achieving a lifetime of 130 ms for molecules in the trap at a density of \( 10^8 \text{ cm}^{-3} \) and a temperature of 300 mK.

4.1.2. AC electric traps

Electrostatic traps have the advantage of being deep (\( \sim 1 \text{ K} \)) and relatively large volume (\( \sim 0.1 \text{ cm}^3 \)), but they can only be used to confine molecules in low-field seeking quantum states. The trapping of molecules in high-field seeking states is of potentially greater importance as the lowest energy states of all molecules, and the majority of states for large molecules, are high-field seeking in character. Sympathetic or evaporative cooling through elastic collisions (see Section 4.2.1) is also only likely to be successful for molecules in their ground states; higher energy states will incur inelastic collisions leading to heating or trap loss. Maxwell’s equations do not allow the possibility of creating a field maximum in free space in which to trap high-field seeking molecules, hence a different approach is required using alternating fields [79,93] or a geometry in which the molecules perform circular motion around an electrode [183]. For AC trapping, several different electrode geometries have been tested experimentally based on the Paul trap, linear Paul trap and three-phase traps developed for charged particles [79]. Radiofrequency voltages are applied to the trap electrodes to create an oscillating electric field saddlepoint in the trap centre: at a given instant, the trapped molecules experience a force away from the centre of the trap in at least one dimension, and forces towards the centre in the others. The periodic focusing and defocusing caused by the oscillating electric fields allows dynamic confinement of both high-field and low-field seeking molecules (the saddle-point effectively rotates around to create a time-averaged effective potential which confines molecules near the centre of the trap).

The linear AC trap designed by Schnell et al. [80], shown in Figure 9(b), consisting of four 8 mm length double rods, has been used to capture \( ^{15}\text{ND}_3 \) molecules which were decelerated to \( 15 \text{ m s}^{-1} \) before trapping. The deceleration was carried out on low-field seeking states and these were driven into high-field seeking states using a microwave pulse. The first pair of electrodes is used as a final deceleration stage before switching to the trapping potentials, allowing efficient loading of the trap. The trap depth is much less for AC traps than for the electrostatic versions: the depth was found to be around 10 mK in this case and the molecules were confined to a volume of less than \( 10^{-3} \text{ cm}^3 \). An alternative design of an AC trap, with a cylindrically symmetric electrode geometry, is estimated to have a five-times better acceptance than the linear quadrupole trap but inferior access for detection laser beams and for superimposition of ultracold atom samples for sympathetic cooling [79].

Ground-state atoms can also be trapped in AC traps as a result of the induced dipole moment and the second-order Stark interaction. Schlunk et al. demonstrated the trapping of \( ^{87}\text{Rb} \) atoms transferred from an MOT in a cylindrically symmetric AC trap with two ring-electrodes and two hemispherical electrodes [184,185]. Around \( 10^5 \) atoms were trapped at 100 mK. Ideally, one might aim to simultaneously trap molecules and atoms in such a trap, but, unfortunately, polarizable atoms and molecules cannot generally be trapped at the same frequencies. Nevertheless, it was demonstrated in this work that a magnetic trapping field could be superimposed on the electric trap and the Rb atoms remained trapped at AC electric fields that, in principle, could be used for trapping polar molecules (see below). Rieger et al. developed a three-phase AC trap for Rb atoms at 70 mK [186] and proposed that the frequencies and amplitudes employed should be appropriate for storing \( \text{H}_2\text{O} \) or \( \text{D}_2\text{O} \) molecules; the polarizability-to-mass ratio is critical in the context of trapping very different types of atom/molecule simultaneously.

4.1.3. Optical and microwave traps

Molecules can also be trapped by intense optical fields [187,188]. As in the case of the optical decelerator (Section 3.1.4) the attraction of the molecules to the focal point of the laser field depends on the polarizability of the molecules rather than the sign of the Stark shift. Using a 110 W CO\(_2\) laser focused to a beam waist of around 80 \( \mu \text{m} \), Zahzam et al. produced a trap depth of order 1 mK for Cs\(_2\) molecules [189]. DeMille et al. also demonstrated optical trapping of RbCs molecules in their metastable \( ^3\Sigma^+ \) state and studied
the inelastic collisions of the trapped atoms [190]. An extension of this method is to produce an optical lattice by superposition of laser beams and to then trap individual molecules on each high-intensity anti-node of the lattice [2]. In experiments where ultracold molecules are formed by photo-association or Feshbach Resonance tuning, the ideal approach is to first trap ultracold atoms in the lattice and then to bind them together into molecules using the methods described previously. Three-dimensional lattices of ultracold Rb$_2$ molecules have been prepared this way [191], with some control over the internal and external states [192], and it has even been possible to generate molecules from an atomic Mott-insulator state so that one molecule per lattice site is formed [193]. Similar lattice trapping experiments have been performed using KRb molecules [155,194].

A related development is the proposal for a microwave trap in which molecules are trapped in the free-space standing-wave maximum of a resonant microwave cavity [195]. The principle is based on the AC Stark shift. For example, if the circularly polarized microwave radiation is red-detuned with respect to the $J = 0 \rightarrow 1$ rotational transition, then the $J = 0$ molecules become attracted to the maximum of the field. Such a device has yet to be demonstrated, but it is expected that large trap depths ($\geq 500 \text{mK}$ for a dipole moment of 1D) could be achieved, with large acceptance volumes (several cm$^3$), which should be well-suited for loading using a Stark decelerator.

4.1.4. Magnetic and magneto-optical trapping

Magnetic trapping forms the basis for the buffer-gas cooling technique described in Section 3.4, which has been used to prepare CaH, NH, VO, CrH and MnH molecules at temperatures of a few hundred mK. Atoms or molecules slowed using a Zeeman decelerator may also be loaded into a magnetic trap (as has been demonstrated with H atoms [105]). The advantages of employing a magnetic trap include the possibility of simultaneously trapping ultracold atomic gases with ultracold molecules providing opportunities for sympathetic cooling [196]. In addition, the use of a magnetic trap instead of an electrostatic trap allows the application of a separate independently controllable electric field, which might be used to modify the collision dynamics [12]. Ye and co-workers have succeeded in magnetically trapping the slow beam of OH molecules from a Stark decelerator, using a pair of coils in anti-Helmholtz configuration [81]. The molecules were trapped at a density of $3 \times 10^5 \text{cm}^{-3}$ with a well-depth of 30 mK. These authors also demonstrated that the trap could be surrounded by an electric quadrupole to apply an independent electric field. Permanent magnets have also been used to reflect [83] or trap [197] Stark-decelerated OH molecules. Alkali-metal dimers have been trapped in the quadrupolar magnetic field present in a MOT [198,199]. For example, KRb molecules in a high vibrational level of their lowest triplet state were magnetically trapped at a temperature of around 300 $\mu$K by Wang et al. [199] following photo-association in a dual species K/Rb MOT.

Ye and co-workers have recently proposed the development of a magneto-optical trap for polar molecules [64]. Taking TiO as an example they point out that for a molecule where the lowest rotational level of an electronically excited state is $J = 0$ and the lowest rotational level of the ground state is $J = 1$ (in this case because the symmetry is $^3\Delta_1$), laser cooling might be possible because the spontaneous fluorescence from the excited state can only occur to the $J = 1$ level; thus, the absorption and emission cycle is relatively closed. The fluorescence will nevertheless be spread over transitions to several vibrational levels and one repumping laser would be required for every possible excited vibrational level accessible. In the case of TiO the Franck–Condon factors favour only small changes in vibrational quantum number and the number of such repumping lasers required could be as few as two. The use of a magneto-optical trap in conjunction with this laser cooling process could be accomplished, provided a pulsed electric field is used to non-adiabatically mix the ground-state magnetic levels to ensure interaction with the cooling lasers [64]. Again, this scheme has not yet been demonstrated experimentally.

4.1.5. Trapping ions

The challenge of trapping cold molecular ions is closely related to the problem of trapping high-field seeking neutral molecules. For positively charged particles, stable confinement requires a restoring force, $\nabla \cdot \mathbf{F} < 0$, about a local minimum of the electrostatic potential, but this cannot be achieved in charge-free space as the Laplace equation, $\nabla^2 \phi = 0$, permits only saddle-like stationary points. Trapping of atomic and molecular ions is possible, however, using oscillating potentials and the technology to trap ions using radiofrequency fields is well-established and has been reviewed extensively [200,201]. Ions in a radiofrequency trap exhibit two forms of motion, a long-range, low-frequency secular motion, which is determined by the time-averaged effective potential, and a short-range higher frequency micromotion, which follows the rapidly oscillating radiofrequency fields.
Although a secular temperature of the ions is often quoted for ions in traps, which ignores the effects of micromotion, the use of ion traps in collisional experiments requires the full motion to be considered [200].

The two most common traps currently employed in cold ion experiments are either quadrupole traps (Paul traps) which have been established for over 50 years, or the 22-pole trap designed more recently by Gerlich et al. [202]. As the number of alternating polarity electrodes increases, the effective potential becomes flatter in the centre of the trap and ions moving away from the trap axis are less susceptible to the micromotion of the radiofrequency field (and hence are colder and more stable in the presence of collisions with a buffer gas). A growing number of applications are being developed in which molecular ions are cooled using He buffer gas to a few Kelvin in a 22-pole trap so that spectroscopic or collision experiments can be performed. For quite large molecular ions of biological interest it has been shown that very high resolution spectra can be obtained [203].

Through equilibration with the helium buffer gas, the ions are internally cold as well as translationally cold. Anions have also been cooled and trapped in such devices [204] and applied in collision studies [205].

Certain atomic ions, most commonly the singly charged alkaline-earth ions Be$^+$, Mg$^+$ and Ca$^+$ and Ba$^+$, can be laser cooled in an ion trap (usually a quadrupole trap as this gives best access for the cooling laser beams). As the temperature is lowered into the milliKelvin range a phase transition may occur to produce ‘Coulomb crystals’ (or clusters) in which ordered structures of ions are observed, with a typical ion spacing of 20 µm [201] (see Figure 10). According to the number of ions trapped and the field amplitudes applied, the crystals may be one-dimensional strings or two/three-dimensional structures. The ions are detected through their fluorescence induced by the cooling laser which continuously irradiates them throughout the experiment. A microscope objective lens can be used in conjunction with a CCD camera to observe a two-dimensional projection of the crystal. Individual ions are easily observable, the spot size on the image being determined by the ionic motion (although in fact molecular dynamics simulations indicate that the ions can diffuse through the crystal on a time-scale which is not normally resolved). The effective temperature near to the axis of a Paul trap is of order 10 mK, while the micromotion increases in the outer layers of the Coulomb crystal.

One of the most important properties of a Coulomb crystal is the facile sympathetic cooling of molecular ions which are generated within the trap (e.g. by photo-ionization, electron impact or chemical reaction) [206]. The strong Coulomb forces between ions ensure that there is effective transfer of kinetic energy out of the system via the continuous laser cooling process. The sympathetically cooled molecular ions do not fluoresce but they can have a pronounced influence on the shape of the observed shells of atomic ions. The mass dependence of the effective trapping potential means that lighter ions are located closer to the trap axis.

Figure 10(a) this can be seen from the fluorescence produced by laser-cooled $^{24}$Mg$^+$ ions in a $^{40}$Ca$^+$ Coulomb crystal, whilst in Figure 10(b) sympathetically cooled H$_3^+$ ions produce a dark core within the $^9$Be$^+$ Coulomb crystal. Mass spectrometric methods can also be used to monitor the presence of molecular ions in the trap [201]. The sympathetic cooling of molecular ions provides a versatile means to produce translationally cold molecules, but in general the internal degrees of freedom are not equilibrated [207]; inelastic collisions between ions typically do not occur because the Coulomb force prevents the close approach of the ions, and thus the vibration–rotation temperature of the ions is that of the environment, typically room temperature. Spectroscopic pumping schemes have been proposed to achieve internal cooling of trapped molecular ions [208–211].

4.2. Secondary cooling

With the exception of the techniques involving ultracold atoms, the methods discussed so far produce molecules at characteristic translational temperatures greater than several milliKelvin. In order to bridge the
gap between currently achievable temperatures and the ultracold limit, secondary methods to further cool trapped molecules are therefore needed. In contrast to the schemes designed to transfer rovibrationally excited molecules to their ground states, in this section we concentrate on three emerging techniques which might be used to provide higher phase-space densities of trapped molecules.

4.2.1. Sympathetic cooling

As discussed above, ensembles of trapped molecular ions can be efficiently cooled to milliKelvin temperatures through their long-range Coulomb interaction with laser-cooled atomic ions, while elastic collisions between neutral molecules and a helium buffer gas allow cooling to around 1 K. Similarly, trapped cold molecules might potentially be brought into the ultracold regime by placing them in thermal contact with a gas of ultracold atoms. This type of sympathetic cooling has already been demonstrated in binary mixtures of laser-cooled atoms with different spin states [214], isotopic masses [215] or chemical identities [216,217]. The power of this approach is clear from the experiments of Modungo et al. [216] who, after starting with a bicomponent gas of Rb and $^{41}$K atoms at 300 μK, were able to produce a 160 nK Bose–Einstein condensate of the $^{41}$K atoms by forced evaporative cooling of the Rb atoms alone.

Though these techniques may be extended to produce ultracold molecules, their likely effectiveness will depend strongly on the choice of collision partners and the quantum state in which the molecules are trapped. If the molecules are confined in low-field seeking quantum states, as has been the case in most experiments to date, sympathetic cooling will only be possible if elastic collisions (which allow thermalization) occur much more frequently than inelastic collisions (which eject molecules from the trap). A number of theoretical studies have offered predictions of the relevant cross sections for collisions involving alkali-metal atoms, with mostly pessimistic conclusions [218–221].

Inelastic trap loss can be avoided, however, if the molecules are trapped in their ground state, which is possible using AC electric and magnetic fields [80,181,222] or an optical dipole trap formed in the focus of an intense off-resonant laser beam [187]. In the first step towards this goal, Schlunk and co-workers have demonstrated the successful transfer of magnetically trapped Rb atoms into an AC electric trap which could be used to confine Stark decelerated ammonia molecules [184,185]. As the magnetically trapped Rb atoms remain unaffected by the high-frequency electric fields suitable for confining ground-state polar molecules, this type of experimental setup should be able to simultaneously trap both species and attempt sympathetic cooling. Barker and co-workers have also suggested sympathetic cooling using ground-state rare gas atoms which are laser-cooled in their metastable states prior to co-trapping with H$_2$ molecules in a deep optical lattice [223].

4.2.2. Trap reloading by irreversible optical pumping

Higher densities of molecules could conceivably be obtained by repeatedly reloading an electrostatic or magnetic trap. Unfortunately, such a scheme is fundamentally impossible using only conservative forces as changing the trapping potential to admit more molecules necessarily leads to heating or escape of those already trapped. This restriction arises from Liouville’s theorem in classical mechanics which only allows the phase-space density to increase through the action of dissipative forces. One possible solution is to use two different trapping fields to simultaneously confine the molecules in different quantum states. If these states can be chosen such that motion in each of the traps is decoupled, the molecules can be transferred from one trapping potential to the other by optical pumping. Reloading is then possible as dissipation is provided by the photons which are emitted during the optical pumping process.

This type of scheme has been proposed for the accumulation of NH radicals using a combination of electrostatic and magnetic trapping fields [63]. The NH molecule is a particularly good candidate: the metastable $^1$Δ state, which can be produced with high efficiency by photolysis of HN$_3$, has a large first-order Stark effect, which permits efficient Stark deceleration and electrostatic trapping [78,91]. After trapping, the molecules can then be optically pumped into the $^3$Π state, which relaxes efficiently to the X$^3$Σ$^-$ ground state by spontaneous emission [224]. The ground state has only a weak Stark effect, but a strong Zeeman effect, and so the ground-state molecules are not affected by the switching of the electric trapping fields. The transfer to the ground state occurs in the presence of a magnetic trapping field and this field does not need to be switched off when the next bunch of NH ($^1$Π) molecules is loaded, hence accumulation can occur. Experimental work is currently in progress to demonstrate this final step [78].

Similar ideas have been tested experimentally using laser fields designed to create one-way optical barriers for trapped ultracold atoms [225–227]. Atoms impinging on the barrier from one direction are optically pumped into a quantum state which can
be transmitted, whilst those from the other direction remain in a state that is reflected. As such, these experiments provide a physical manifestation of Maxwell’s sorting demon [228], allowing spatial compression of the trapped atom cloud or the repeated irreversible transfer of atoms into a different trapping potential.

4.2.3. Cavity-assisted laser cooling

Inside a high-finesse optical cavity, the radiative properties of atoms and molecules are modified relative to those in free space, allowing rates of spontaneous emission or Raman scattering to be enhanced or suppressed [229]. For example, by tuning a cavity to support a mode with a frequency close to a molecular transition, emission or scattering of photons at the cavity frequency can be promoted. This provides a mechanism for so-called cavity Doppler cooling in which slowly moving molecules are cooled by inelastically scattering photons into one of the cavity modes. The incident photons are provided by a pump laser beam that is red-detuned relative to the mode frequency, whilst cavity enhancement of the Rayleigh scattering process preferentially causes photons at the frequency of the cavity mode to be produced (see Figure 11). Cooling occurs through the two-photon Doppler effect: in essence, if the molecules are moving towards the photon source, then backward scattered photons will be blue-shifted with respect to the input light, and the molecules will be slightly slowed. Enhancement of this back-scattering (compared with scattering in the opposite direction which produces red-shifted photons) damps the molecular motion, allowing energy to be dissipated by the light leaking stochastically from the cavity.

Unlike conventional laser cooling, where the momentum of the photons is transferred by absorption, cavity-assisted cooling relies on the recoil generated by coherent scattering into the cavity modes. This process is largely independent of the specific energy level structure of the atom or molecule and so the technique may be useful in more complex systems. Several experiments with ultracold atoms have observed unexpectedly large cooling forces when large numbers of atoms are introduced into the cavity. This enhanced cooling has been explained by spontaneous self-organization in the atom cloud which gives rise to collective Bragg-like scattering behaviour [230,231].

For molecules, however, the efficiency of cavity-assisted cooling has yet to be demonstrated. Schemes for cooling OH and CN molecules have been suggested [232–234] but there are a number of inherent practical challenges. The molecules must be confined within the cavity long enough for appreciable cooling to occur, requiring the design of traps compatible with high-finesse optical cavities, which are typically much smaller than the sources currently used to produce cold molecules. Another key factor for cooling molecules will be the control of the molecule-cavity detuning to suppress Raman transitions which populate metastable excited states (which are much less efficiently cooled). In recent work, de Vivie-Riedle and co-workers [232] have proposed manipulating this detuning to drive anti-Stokes Raman transitions to produce ultracold molecules that are cooled in both their translational and internal degrees of freedom. A common feature of a number of cold molecule sources is the production of molecules in rovibrationally excited states; methods capable of quenching this internal excitation may therefore be particularly useful.

5. Experimental studies of inelastic and reactive collisions using cold molecule sources

As explained in Section 2, the number densities of molecules that can be produced at milliKelvin temperatures are typically several orders of magnitude lower than those traditionally employed in crossed molecular beam scattering experiments. Consequently, the experimental observation of very low energy collisions between neutral molecules using molecular
beam deceleration or velocity selection techniques is currently a challenging prospect. In particular, the detection of very low numbers of product molecules expected from reactions involving combinations of these types of source provide severe challenges to experimentalists.

Despite these practical difficulties, collisional experiments have begun to be developed. Most notably, van de Meerakker and co-workers were able to perform crossed-beam inelastic scattering experiments using Stark-decelerated OH radicals and a supersonic beam of Xe atoms [84]. The Stark decelerator allowed the contribution of the OH velocity to the collision energy to be continuously varied over the energy range 50 to 400 cm\(^{-1}\), whilst the overall kinetic energy resolution was limited to 13 cm\(^{-1}\) by the Xe beam. Thresholds for specific energy transfer processes,

\[
\text{OH}(X^2 \Sigma_{3/2}, v = 0, J = \frac{3}{2}, f) + \text{Xe} \\
\rightarrow \text{OH}(X^2 \Pi_{\text{G}}, v' = 0, J', e/f) + \text{Xe},
\]

were observed that correspond to changes in the low-lying rotational, spin-orbit, and lambda-doubling levels of the OH molecules. Coupled-channel scattering calculations using \textit{ab initio} diabatic potential surfaces were found to be in excellent agreement with the experimental results, reproducing in particular the relative magnitudes and near-threshold behaviour of the cross sections, as shown in Figure 12. Although these experiments involve an energy range that cannot be described as ultracold (or even cold), they demonstrate how Stark-decelerated packets of molecules can be used as highly sensitive probes for long-range intermolecular potential energy surfaces.

A recent similar experiment by Ye and co-workers has investigated the loss of Stark-decelerated OH molecules from a permanent magnet trap by collisions with supersonic beams of He and D\(_2\) [197]. The molecules were initially trapped at a temperature of 70 mK and a density of around \(10^9\) cm\(^{-3}\). By changing the temperature of the pulsed solenoid valve used to produce the supersonic beams, the collision energy could be varied from 60 to 230 cm\(^{-1}\) for collisions with He and from 145 to 510 cm\(^{-1}\) for collisions involving D\(_2\). The deceleration of formaldehyde molecules has also been reported, with the suggestion that reactive collisions of trapped OH and H\(_2\)CO could be studied [90]. However, prospects for detecting HCO product radicals spectroscopically (e.g. by laser-induced fluorescence) are considered to be ‘daunting’ given the estimated product densities per quantum state.

A possible future approach to collisional studies with Stark decelerated molecules would be to use a version of the molecular synchrotron developed by Heiner \textit{et al.} [85] as a ‘neutral molecule collider’. Pioneering experiments by these authors [72] have shown that it is possible to load two separate bunches of molecules into the split electrostatic hexapole ring which forms the synchrotron. By trapping many more bunches in counter-propagating orbits, the molecules can be made to interact repeatedly on each round trip, potentially giving large increases in the numbers of collisions that can be observed. Additionally, tuning of the synchrotron orbit time can be used to sensitively change the energy of the colliding packets, suggesting that measurements of the energy dependence—and possible resonance behaviour—of scattering cross sections should be possible.

Inelastic collisions between atoms and molecules have been observed in the ultracold regime using alkali-metal systems confined in optical dipole traps [151]. Some of the first detailed measurements of this kind were performed by the groups of Pillet [189] and Weidemüller [235] with Cs\(_2\) molecules that were formed by photo-association and subsequently trapped in the focus of a CO\(_2\) laser. Collisions with laser-cooled Cs atoms at characteristic translational temperatures around 50 \(\mu\)K were seen to cause efficient loss of molecules from the \(~2\) mK deep trapping potential. The dominant contribution to this loss rate was attributed to vibrational de-excitation of the Cs\(_2\) molecules and similar rates were found irrespective of the electronic state used for photo-association or whether the...
molecules were initially produced with vibrational quantum numbers in the range \( v = 4 \) to 6 or \( v = 32 \) to 47. DeMille and co-workers [190] performed a similar study with heteronuclear RbCs molecules, formed in high vibrational levels of the \( \alpha^3\Sigma^+ \) state (also by photo-association). Inelastic collision rates for individual vibrational levels with both Rb and Cs atoms were determined by observing the trap loss over time for different densities of the atomic gases.

The recent demonstration of methods to prepare alkali-metal dimers in the lowest rovibrational levels of their electronic ground state is particularly encouraging for these types of experiments and it is likely that new measurements will offer considerable further challenges to theorists studying these systems [236]. But such studies are currently highly restricted in terms of the chemical species that can be used and the potential for reactive studies is perhaps also limited by the difficulty in distinguishing these experimentally from inelastic processes (e.g. the atom exchange reaction between Cs2 and Cs leads to another Cs2 molecule).

The detection of neutral reaction products generally requires the application of spectroscopic methods, such as laser-induced fluorescence, multiphoton ionization or cavity enhanced absorption. In contrast, ionic products of reactions can generally be detected with very high efficiency using charged particle detectors and mass spectrometric analysis, and in principle single particle sensitivity is achievable. The visibility of individual ions in laser-cooled Coulomb crystals also provides exceptional sensitivity to collisional processes.

In our own work, we have demonstrated these potential benefits in studying the dynamics of ion-neutral reactions at cold or ultracold temperatures. In one of the first experiments to combine two sources of cold atoms/molecules we used a quadrupole velocity selector for neutral dipolar species (see Section 3.2) in conjunction with a laser-cooled radiofrequency ion trap in which Ca\(^+\) ions form ordered ‘Coulomb crystals’ (see Section 4.1.5). As reviewed above (see also Ref. [201]), the ions in the crystal are typically spaced by 10–20\(\mu\)m and can be stored for hours under UHV conditions. For one-dimensional strings of ions localized along the trap axis, the effective temperature is of order of a few milliKelvin. The ions are continuously absorbing and emitting photons in the laser cooling process and therefore the fluorescence can be detected and imaged to allow observation of individual ions. In our experiments the trapped calcium ions were exposed to a flux of cold CH\(_3\)F from the velocity selector, with translational temperatures in the range 1–4 K, and the reaction CH\(_3\)F + Ca\(^+\) \(\rightarrow\) CaF\(^+\) + CH\(_3\) was monitored through the disappearance of individual Ca\(^+\) ions. Absolute rate constants were measured by calibrating the neutral flux, and the mean collision energy could be varied by changing the voltage applied to the quadrupole velocity selector. The mass-spectrometric detection of CaF\(^+\) ions produced from the reaction of Ca\(^+\) with CH\(_3\)F was also reported; these product ions are trapped and sympathetically cooled into the Coulomb crystal. Although they are dark to the laser-induced fluorescence process, the application of an axial radiofrequency field heats up the crystal at specific resonance frequencies which can be related to the masses of the species present.

Such a setup is also extendable to the reactions of molecular ions [131] which can be trapped in the Coulomb crystals by sympathetic cooling [201]. The use of REMPI or pulsed field ionization techniques for production of the ions could potentially enable studies of vibration–rotation selected ions, although the lifetimes of such states are only likely to be compatible with the long trapping times of the ions in selected cases (e.g. non-polar species). The neutral molecules emerging from the quadrupole velocity selector are translationally cold, but are transmitted into the ion trap in a range of vibration–rotation states such that the internal temperature of the neutrals is close to that of the effusive source (i.e. room temperature). If the quadrupole velocity selector was replaced with a Stark decelerator then the measurement of cross sections for quantum-state-selected neutrals would be possible and a much higher degree of control of the collision energy would also be achievable. It is likely that reactive collisions could then be studied into the milliKelvin range.

The observation of a charge transfer reaction between laser-cooled Yb\(^+\) ions in a Paul trap and Yb atoms in a magneto-optical trap has recently been reported [237]. Cross sections were obtained for this process using isotopic substitution at collision energies as low as 400 neV (5 mK); the lower limit of the energy range is determined by the micromotion of the ions in the trap. Good general agreement with the Langevin cross section was obtained over a wide energy range, suggesting that the purely quantum regime had not yet been reached. Indeed, at these temperatures, around 25 collisional angular momentum states are still active for this reaction.

6. Theory of chemical collisions at ultracold temperatures

In light of the considerable progress that has been made in cold molecule methodology, it is of interest
to consider the range of phenomena that might be observed in ultracold chemistry experiments. Figure 13 shows the typical behaviour expected for elastic and reactive (or inelastic) scattering cross sections as a function of collision energy. This particular example shows the results of $s$-wave quantum scattering calculations performed by Hutson and co-workers for the reaction between lithium atoms and their isotopically substituted dimers. At collision energies below 100 mK, the reactive cross section is seen to increase as the energy is lowered, whilst the elastic cross section becomes constant. This distinctive behaviour is a consequence of the Wigner threshold laws (described in more detail below) which arise from the analytic properties of scattering wavefunctions at low collision energies. Most importantly for ultracold chemistry, these laws predict that the rates of chemical processes do not tend to zero in the limit of vanishingly small collision energies. Above 100 mK, both the elastic and reactive cross sections show sharp dependencies on the collision energy. These features are another hallmark trait of cold collisions, which represent the influence of quasi-bound resonant states whose formation and subsequent decay in the course of the collision produces characteristic signatures in the scattering cross sections.

Before describing some of these effects in more detail, we briefly describe how scattering cross sections for chemical reactions can be calculated quantum mechanically. The fundamental quantity of interest is the so-called $S$-matrix, whose elements are the quantum mechanical probability amplitudes for transitions between a particular quantum state $\alpha$, which specifies the internal rovibronic states of the reactants, into a final product state $\beta$. For collisions occurring in the absence of external fields, the $S$-matrix can be calculated separately for each allowed value of the total angular momentum $J$, which is derived from the vector sum of the orbital angular momentum $l$, and the internal angular momentum of the reactants. State-to-state integral cross sections can be expressed as a sum over the $J$-dependent $S$-matrix elements

$$\sigma_{\alpha \rightarrow \beta}(E_c) = \frac{\pi \hbar^2}{2\mu E_c} \sum_J (2J + 1) |S_{\alpha \beta}^J(E_c)|^2. \quad (11)$$

For low collision energies, a time-independent approach to solving the Schrödinger equation is the most effective way to calculate the scattering matrices, as the alternative wavepacket approach requires very long propagation times. In general, the scattering wavefunction must be expanded using basis functions which are able to describe simultaneously the collision complex and each of the asymptotic reactant/product channels. This requirement makes reactive scattering calculations very computationally demanding as a large number of coupled-channel equations must be solved to obtain converged cross sections, especially for $J > 0$. For cold collisions in particular, the importance of long-range intermolecular interactions, which require the scattering wavefunction to be propagated to very large distances, together with the need to perform calculations for many partial waves, makes the accurate prediction of cross sections a considerable challenge.

In the ultracold limit, the sum in Equation (11) collapses to include only the $J = 0$ channel as the contributions of higher partial waves are suppressed at long range by centrifugal barriers in the entrance channel of the reaction. For example, in the lithium atom–dimer reactions considered by Hutson and co-workers, barrier heights of 2.8 and 14.4 mK were found for the $p$-wave and $d$-wave respectively. At temperatures well below these values, the maximum possible size of the ultracold cross section is limited by the incoming flux in the $s$-wave channel, the so-called unitarity limit,

$$\sigma_{\alpha \rightarrow \beta}(E_c) \leq \frac{\pi \hbar^2}{2\mu E_c}. \quad (12)$$

In practice, however, the size of the cross section at low energies depends on the limiting quantum behaviour of the scattering wavefunction, which we describe in the next section.

6.0.1. Threshold behaviour, $E_c \rightarrow 0$

The quantum mechanical behaviour of cross sections at low energies was first studied in the context of nuclear reactions caused by neutron scattering.
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The results of these investigations, which were comprehensively summarized by Wigner [239], can also be applied to atomic and molecular systems in the ultracold regime. For example, in the limit of low collision energies, the cross sections for elastic scattering caused by short-range intermolecular potentials are predicted to vary as

$$\sigma_l^2(k) \sim k^{4l},$$  \hspace{1cm} (13)

where \( k \) is the wave-vector associated with the collision energy \( E_c = \hbar^2 k^2 / 2\mu \), and \( l \) is the orbital angular momentum quantum number of the collision partners. As observed above, elastic cross sections are therefore expected to become constant at low energies.

To provide an illustration of how this particular law arises, we consider the form of the radial wavefunction in the case where there is a single open channel for elastic scattering (see Refs. [240,241] for more comprehensive treatments). The wavefunction describing the relative motion of the collision partners can be expanded in a basis of eigenfunctions of the orbital angular momentum operator,

$$\Psi(r; k) = \frac{1}{\hat{r}} \sum_{l=0}^{\infty} A_l \psi_l(r; k) P_l(\cos \theta),$$  \hspace{1cm} (14)

where the polynomials, \( P_l(\cos \theta) \), are Legendre functions and the radial wavefunctions, \( \psi_l(r; k) \), are determined by solving the radial Schrödinger equation,

$$\left[ -\frac{\hbar^2}{2\mu} \frac{d^2}{dr^2} + \frac{l(l+1)\hbar^2}{2\mu r^2} + V(r) - E_c \right] \psi_l(r; k) = 0. \hspace{1cm} (15)$$

Figure 14 shows examples of low collision energy \( s \)-wave radial wavefunctions calculated for a model potential describing the interaction of two sodium atoms. For very low collision energies, the short-range form of the radial wavefunction is determined almost exclusively by the intermolecular and centrifugal potential. Neglecting the collision energy when solving the radial Schrödinger equation then gives a wavefunction, \( \psi_l(r; k = 0) \), which in general can only be found by numerical integration. Although at short distances \( (r < r_1) \) this wavefunction has a complicated oscillatory behaviour caused by the strong intermolecular potential, at larger separations \( (r > r_1) \) the intermolecular potential vanishes and the wavefunction is then largely determined by the centrifugal potential. In this region the wavefunction can be shown to take the form [242]

$$\psi_l(r > r_1, k = 0) = A(r^{l+1} + Br^{-l}), \hspace{1cm} (16)$$

where \( A \) is a normalization constant, whilst \( B \) is fixed by the short-range solution and remains constant at low energies. At even larger separations, the solutions to the radial Schrödinger equation are homogeneous in \( kr \) and are given by a linear combination of the Riccati-Bessel functions. For small values of \( kr \) this linear combination can be written as

$$\psi_l(r; k) = (kr)^l + \tan \delta_l(kr^l),$$  \hspace{1cm} (17)

whilst asymptotically the wavefunction resembles a free wave,

$$\psi(r \to \infty; k) \sim \sin[kr - \pi/2 + \delta_l(k)]. \hspace{1cm} (18)$$

The effect of the interaction potential is therefore conveniently accounted for by the phase shift, \( \delta_l(k) \). (The phase shift of \( \pi/2 \) accounts for the effect of the centrifugal potential alone.) The key part of the argument is that to ensure that the wavefunction of Equation (17) matches smoothly to that of Equation (16), the phase-shift is required to behave as

$$\tan \delta_l \sim k^{2l+1}, \hspace{1cm} (19)$$

which, on substitution into the formula for the elastic cross section,

$$\sigma^e_l(k) = \frac{4\pi}{k^2} \sum_l (2l + 1) \sin^2 \delta_l(k),$$  \hspace{1cm} (20)

gives the low-energy limiting value from the \( l = 0 \) cross section,

$$\sigma^e_l(k \to 0) = \frac{4\pi a^2}{1 + k^2 a^2} = 4\pi a^2 + O(k^2). \hspace{1cm} (21)$$

The constant \( a \) is the limiting value of the so-called scattering length,

$$a(k) = -\tan \delta_0(k)/k, \hspace{1cm} (22)$$

which can be thought of as the effective ‘point of origin’ [243] of the sinusoidal free wave (see Figure 14). There are a number of points to be made about this result. Firstly, for collisions between indistinguishable particles the effects of exchange symmetry must be taken into account. In the case of bosons, this symmetry results in the sum of Equation (20) containing only even values of \( l \) and the elastic cross section in Equation (21) is increased by a factor of 2. For indistinguishable fermions, however, only odd \( l \)-values are permitted and so elastic scattering becomes forbidden at very low energies. Secondly, the sign and magnitude of the scattering length typically depends very sensitively on the intermolecular potential, in particular on the presence of bound or virtual states near zero energy (although see Ref. [244]). Experience with ultracold atoms has shown that \textit{ab initio} potential curves, in general, cannot be determined with sufficient
accuracy to predict scattering lengths in agreement with those measured experimentally. Thirdly, another consequence of matching Equations (16) and (17) is that the amplitude of the short-range wavefunction decreases as the collision energy is lowered, $A \propto k^{1/4}$. This behaviour can be interpreted as a form of quantum reflection [245], which is a uniquely wave-like phenomenon whereby low-energy particles can be reflected even from purely attractive potentials.

Cross sections for inelastic and reactive processes, where the exit channel is energetically lower than the entrance channel, show fundamentally different behaviour from those for elastic scattering. In these channels, the interference between incoming and outgoing waves that is required for quantum reflection does not occur and the cross sections now behave as

$$\sigma_{\text{in}}^\text{sd}(k) \sim k^{2l-1},$$  \hspace{1cm} (23)

and so the low-energy ( $s$-wave) dependence is given by

$$\sigma_{\text{in}}^\text{sd}(k \to 0) \sim 1/k.$$ \hspace{1cm} (24)

Thus, reactive cross sections at low energies depend inversely on the collision velocity of the reactants. This $1/v$ dependence is well-known in nuclear physics [246] and has the simple interpretation that the probability for reaction is increased by the fact that slowly moving particles spend longer in the interaction potential. Rate constants for exothermic chemical processes, which depend on the product of the cross section with the collision velocity, are therefore constant in the ultracold limit. For many reactions these rate constants will be very small indeed as a result of very low tunnelling rates through reaction barriers. For others, very large rate constants have been predicted, particularly for reactions that are barrierless or where the reaction probabilities can be enhanced by resonance effects and the tunnelling of light atoms. These types of effect are discussed in the next section.

6.0.2. Resonance and tunnelling effects in chemical reactions

A common feature of many scattering processes is the formation of quasi-bound states in which the translational kinetic energy of the collision becomes trapped in the internal modes of a transient collision complex. In reactive systems these types of short-lived resonance states are particularly interesting as they can be localized in regions of the intermolecular potential surface that promote chemical reaction. In such cases, the formation of the quasi-bound wavefunction and subsequent decay into product channels provides a ‘resonance-mediated’ mechanism which can greatly enhance the efficiency of the reaction. For example, following Skodje et al. [247], in the absence of direct processes the $J$-dependent state-to-state reaction probability can be described by the Breit–Wigner expression,

$$P_{\alpha \to \beta}(E) \propto \frac{\Gamma_{\alpha} \Gamma_{\beta} \sqrt{E_{\alpha}} \sqrt{E_{\beta}}}{(E - E_{\text{res}})^2 + \Gamma^2/4},$$ \hspace{1cm} (25)
where $E_r$ and $E_p$ are the translational energies in the reactant and product channels and $\Gamma_\alpha$ and $\Gamma_\beta$ are the widths associated with the formation and decay of the resonance (which has an overall width $\Gamma = \Sigma \Gamma_\alpha$). Thus, for collisions with an energy close to the energy of the resonance, $E \approx E_{res}$, large increases in the reaction cross section are expected. Though this behaviour has long been seen in nuclear and particle physics, and also in electron–molecule scattering, unambiguous experimental sightings in chemical systems have been notoriously elusive. (See Ref. [248] for the first theoretically verified identification of a resonance in the F + HD reaction.)

One reason for the difficulty in detecting resonances in chemical systems is the large number of angular momentum partial waves that typically contribute to collisions at high energies: as resonance states can exist for a broad range of total angular momentum but with slightly different energies ($E_{res}$), the experimental signatures of resonant scattering become ‘washed out’. Experiments at very low collision energies are not so severely affected by this kind of impact parameter averaging and competition from non-resonant mechanisms is also expected to be smaller. These two factors suggest that low-temperature molecular gases will be a good environment in which to study resonant-scattering processes.

A number of theoretical studies have predicted the occurrence of low-energy resonances in atom–diatom systems such as Cl + HD ($v = 1$) [10], Li + HF [249], O($^3P$) + H$_2$ [250] and F + HCl [251]. As Weck and Balakrishnan have emphasized [252], these resonances are typically associated with van der Waals wells on the intermolecular potential surface. Although these regions lie far from the reaction transition state, the long duration of the low-energy collision allows formation of ‘pre-reactive’ states which preferentially decay by tunnelling through the reaction barrier. Similarly, calculations by Bowman and co-workers have shown that tunnelling can also be promoted by van der Waals minima in the exit channels of reactions [253,254]. It should be noted that the energy scale of van der Waals resonances places them in the cold regime (and above), where a reasonably large number of partial waves still contribute to reaction cross sections. Most calculations performed to date have considered only the lowest values of the total angular momentum and so it remains to be seen whether these types of resonance can be resolved experimentally.

A different indication of near-resonance scattering has been predicted by Bodo and co-workers [255], who calculated a very large zero-energy rate constant for the F + H$_2$ reaction, which was attributed to the presence of a virtual state near threshold. By artificially tuning the mass of the H-atoms, a marked change in the value of the rate constant could be observed as the virtual state was brought closer to zero energy. These calculations also revealed a pronounced Ramsauer–Townsend minimum in the elastic scattering cross section, caused by the sinusoidal dependence on the phase shift at low energies (see Equation (20)). This result is particularly interesting as the observation of this quantum mechanical phenomenon in molecular systems has so far been limited to electron–molecule scattering.

In the ultracold regime, numerous Feshbach resonances associated with the hyperfine structure of molecules are also expected to occur. Although these types of resonance are difficult to include in quantum scattering calculations as many sources of angular momentum must be coupled, indications of their existence have already been seen in the experiments of Grimm and co-workers [151]. Optically trapped Cs$_2$ molecules levitated against gravity by an external magnetic field were observed to undergo large inelastic loss rates as the magnetic field was tuned. In direct analogy with the Feshbach resonances seen for ultracold atomic dimers, these losses were attributed to coupling of the continuum scattering state of the two molecules with the highest-lying bound states of the Cs$_4$ tetramer.

### 6.0.3. External field control

As the energy scale of long-range intermolecular interactions can be of the same order of magnitude as the Stark or Zeeman shifts experienced by molecules in laboratory-strength fields, it has been suggested that external electric or magnetic fields might be used to control chemical collisions in low-temperature gases [11]. A number of effects have been predicted. Krems and co-workers calculated that weakly bound van der Waals molecules could be dissociated using a magnetic field [256], while Bohn and co-workers have predicted the existence of scattering resonances in collisions of polar molecules in an external electric field [257]. These resonances are caused by long-range ‘field-linked’ states occurring near threshold in the field-dressed dipole–dipole potential and it has been suggested that these states can be used to suppress the occurrence of short-range collisions that are needed for chemical reaction [90]. Experimental and theoretical progress in the area of ‘Cold controlled chemistry’ has recently been reviewed by Krems [12].
7. Conclusion and future prospects

Despite the very considerable progress that has been made in the development of experimental techniques for producing cold and ultracold molecular species, the field of ultra-low-energy collisions using such species remains very much in its infancy at the time of writing. Theoretical work to date has highlighted the range of potentially interesting effects that could be observed in these temperature ranges, but such predictions await experimental verification. The comparison between experiment and theory is one of the key aspects of interest in this field, and there is a need for experimentalists and theoreticians to find chemical systems that are both theoretically and experimentally tractable. Thus, for example, the interesting calculations of cross sections for the $F + H_2$ reaction may remain untested for a considerable time, as neither of these reactants have been cooled or decelerated in their ground states. On the theoretical side, one of the major challenges is the sensitivity of predicted collision cross sections to the accuracy of the intermolecular potential, and the non-adiabatic long-range behaviour of the system for open-shell species where multiple surfaces converge at long range. In addition, the calculation of cross sections at 1 K needs to take into account the multiple partial waves contributing to the scattering. Such considerations currently limit the number of systems for which accurate calculations can be performed.

The key experimental challenges for the future include: the optimization of decelerators to produce higher fluxes of cold molecules; the implementation of sympathetic cooling schemes for neutral species; the development of traps (electric/magnetic, optical, microwave) for ground-state molecules that can be loaded with sufficient number densities for evaporative cooling; the implementation of cavity cooling schemes for molecules; the optimization of coherent control schemes for producing molecules in their rovibrational ground states that were initially formed in highly excited states by association of cold atoms; the development of ultrahigh sensitivity detection schemes for neutral molecules; the refinement of methods for studying collisions of single trapped ions, and the use of sideband cooling to reduce the temperature.

There are exciting technological developments taking place in this area of research, many of which are likely to have spin-offs into other areas. For example, the use of a Stark or Zeeman decelerator as a high-energy-resolution, quantum-state-selected source of molecules for collisional studies is potentially valuable in reaction dynamics and beam-surface scattering studies over a very wide range of temperatures, not just limited to the cold and ultracold regimes.

Finally, although this article has focused on potential applications of ultracold molecules in the study of chemical collisions, there are many other potential applications in chemistry and physics which will drive progress in this area. These applications include: the use of cold molecule sources in high-resolution spectroscopy, where the reduced Doppler width and reduced transit time broadening is advantageous; the application of high-resolution spectroscopy to tests of fundamental physics (e.g. time variation of fundamental constants); the direct measurement of long radiative lifetimes and other decay processes; the study of Bose–Einstein condensation using molecular and dipolar species, and the link to condensed matter physics; the application of optically trapped arrays of molecules to quantum computation devices; and the use of electromagnetic and optical fields for control of molecular properties, including the development of miniaturized devices.
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