On the orientation of molecular photofragments produced in highly excited rotational states
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The degree of orientation of highly excited rotational states of molecular fragments produced by photodissociation with circularly polarized light is studied quantum mechanically. It is shown that a significant orientation of the fragments’ angular momentum \( j \) can be obtained when two or more dissociative continua correlated to the same final state of the product are excited simultaneously. In addition, the coherently excited continua should correspond to different helicity states, that is, to different projections of \( j \) on the reaction coordinate \( R \) (the vector joining the centers of mass of the fragments). The particular cases of an initial total angular momentum equal to zero as well as the axial recoil limit are discussed. The theory is applied to a simplified model of the photodissociation of ICN in the \( \alpha \) continuum. The calculations have been performed by integration of the time independent quantum close-coupling equations for the coupling between the rotation of CN and the reaction coordinate \( R \), using recently proposed potential energy surfaces and couplings. The results reproduce qualitatively the experimental results of Hasselbrink, Waldeck, and Zare [Chem. Phys. 126, 191 (1988)], in particular, the change of sign and the large degree of orientation found for highly excited rotational states of the CN fragments.

I. INTRODUCTION

There has been growing interest in the last years on the study of vector properties such as the alignment and orientation of photofragment angular momenta in order to obtain the most detailed information on the dynamics of photodissociation. Alignment and orientation of the fragment angular momentum \( j \) refer to a nonstatistical distribution of the population of the \( m_j \) sublevels associated to the projections of \( j \) on the space-fixed frame defined by the photon field. The degree of orientation is defined by the average value of \( m_j \), and hence it is zero when positive and negative \( m_j \) sublevels have equal populations. Because of symmetry, orientation of \( j \) can only be obtained by the use of circularly polarized light.

The first evidence for orientation of atomic fragments in the dissociation of diatomic molecules has been given by Vasylutinskii. The oriented ground state cesium atoms produced in the photodissociation of CsI molecules by circularly polarized UV radiation were monitored by optical dichroism. More recently, oriented ground state Ti atoms were produced by dissociating TiBr and in this case it has been shown that nonadiabatic effects in the excited electronic states have a profound influence on the degree of orientation.

Recently, the importance in this area of coherence effects due to simultaneous excitation of several continua has been demonstrated. One particular striking example is the anomalous polarization of the Ca* (\( ^1 \)P) fluorescence observed in the photodissociation of Ca2. This effect is due to the interference between the emission from the coherently populated \( \Lambda = \pm 1 \) states in the dissociation through a \( \Pi \) electronic manifold. Consider a diatomic molecule \( AB \) excited by photon absorption to a dissociative \( \Pi \) state leading to \( A* (^1P) + B (^3S) \) fragments. If the dissociation proceeds adiabatically, the excited \( A* (^1P) \) fragment will be populated exclusively in the magnetic sublevels \( \Lambda = \pm 1 \) and it is fully aligned in the molecular frame. Since the absorption probability has a \( |d \cdot \vec{e}|^2 \) dependence and \( d \) is strongly correlated to the internuclear axis \( R \) (for a diatomic molecule \( d \) is parallel to \( R \) for a \( \Sigma \rightarrow \Pi \) transition, and perpendicular to \( R \) for a \( \Sigma \rightarrow \Sigma \) transition), \( A* (^1P) \) is partially aligned in the space fixed frame even after averaging over all possible orientations of the internuclear axis. In addition, the fluorescence from the excited \( A* (^1P) \) fragment is dramatically affected by the interference between the emissions from the two coherently excited \( \Lambda = \pm 1 \) magnetic sublevels. In the case of Ca2, for instance, the predicted degree of polarization is 0.78 (in good agreement with the experimental value) but it drops to a merely .14 if the interference terms are not taken into account.

Other coherent excitation effects can also be of importance. Consider the case discussed above, namely, a mole-

\[^a\) Laboratoire du CNRS, CEA et MEN.
\[^b\) Laboratoire de l’ENS et de l’UPMC, associé au CNRS.]
cule dissociating into $A^* \left( ^1P \right) + B \left( ^1S \right)$ fragments. Two molecular singlet states ($^1\Sigma$ and $^1\Pi$) are correlated to this limit. They can both be excited by optical absorption from a $^1\Sigma$ ground state and they will be coherently populated. Since the $^1\Pi$ state produces adiabatically $A^* (P, \Lambda = \pm 1)$ fragments while the $^1\Sigma$ state produces $A^* (P, \Lambda = 0)$ fragments, there will be an additional coherence between the $\Lambda = \pm 1, 0$ sublevels. As opposed to the case discussed before, this coherence depends on the ratio of the photoabsorption amplitudes to the $\Sigma$ and $\Pi$ states as well as on the relative phase of their corresponding vibrational continuum wave functions. Recently, a quantum mechanical treatment of H$_2$ photodissociation in the region of the C($^1\Pi$), B($^1\Sigma$), and B($^1\Sigma$) states has shown that these coherence effects can produce pronounced oscillations of the L$\gamma_a$ fluorescence as a function of the excitation photon energy.\textsuperscript{9}

All the examples discussed up to now concern diatomic molecules and therefore the alignment and orientation of the fragments’ electronic angular momenta. Only very recently, rotational angular momentum orientation in a molecular photofragment has been observed.\textsuperscript{11} By photolyzing ICN with circularly polarized light, Zare and co-workers have produced oriented CN fragments. It was found that the degree and sign of the orientation changes as a function of the rotational state $N$ being considered. Low $N$ states the orientation is positive, but for large $N$ it becomes negative. It has been noted by Vigué \textit{et al.},\textsuperscript{12} that the degree of orientation found in these experiments for large $N$ correspond to an average value of $\langle |N_x| \rangle$ which is much larger than the unit angular momentum transferred to the molecule by the photon. An elegant model has been proposed by those authors to explain this unexpected result. The excited dissociative state (which corresponds to a $\Sigma$ state in the collinear configuration) is assumed to acquire some mixed IT character in the region of the conical intersection in the exit valley outside the Franck-Condon region. This effect has been described as a vibronic angular momentum “amplification.”\textsuperscript{12}

Another mechanism for the production of a significant orientation of fragments in highly excited rotational states, has been considered by two of us.\textsuperscript{10} It involves the coherent excitation of two dissociative states with different helicities (projection of $j$ on the axis joining the centers of mass of the fragments), correlating to the same final state of the fragments. Very recently Yabushita and Morokuma\textsuperscript{13} have performed \textit{ab initio} calculations for the ICN molecule in the ground and in several excited electronic states. Based on these calculations they have proposed that two of their calculated excited electronic states (the $^1\Pi^+_o$ and the $^1\Pi_i$), both of them optically active from the ground state, should be directly involved in the dissociation of ICN in the $A$ continuum. The two excited surfaces are bent and they undergo a conical intersection in the exit valley outside the Franck-Condon region. Since the two electronic states are coupled and have different symmetry, it is possible to excite two helicity states for each one of the final state of the fragments. Thus, according to our theory\textsuperscript{10} the Yabushita and Morokuma potential scheme should also be able to explain the orientation of rotationally excited CN fragments found in the ICN experiment. It is the purpose of this paper to investigate numerically this question.

The organization of the paper is as follows. In Sec. II we present the standard quantum mechanical formulas for the orientation of photofragments\textsuperscript{3,14-18} which apply to diatomics as well as to polyatomic molecules dissociating into two fragments, and we discuss the general conditions for obtaining oriented fragments in highly excited rotational states. In Secs. III and IV we study two simplifying limits, namely, the case where the initial state of the molecule corresponds to zero total angular momentum, and the axial recoil limit. In Sec. V we apply our general expressions to two different models for ICN and we compare with experiments. Finally, Sec. VI is devoted to the conclusions and, in particular, to the comparison between the different models presented in the literature as well as the possible ways in which they may be discriminated.

\section*{II. GENERAL THEORY}

We shall consider a molecule dissociating into two fragments $A$ and $B$ and we shall denote by $R$ the vector joining the two centers of mass. For simplicity, let us assume that only one fragment carries a nonzero angular momentum (electronic plus rotational), which we shall denote by $j$. The general case of both fragments having nonzero angular momentum are presented in the Appendix. The general conclusions are not changed by this complication. The total angular momentum of the system is then given by

$$J = j + 1,$$

where $I = (\hbar / i) R \times \mathbf{v}_R$, is the orbital angular momentum associated to the relative motion of the fragments.

The degree of orientation $\alpha$ and alignment $\gamma$ (often also denoted by $A_{\alpha}^{(1)}$ and $A_{\alpha}^{(2)}$, respectively) are defined by\textsuperscript{15}

$$\alpha(j) = \left( f_j / |j| \right) \sum_{m} m \rho^{(j)}_{m,m}, \tag{2a}$$

$$\gamma(j) = \left( 3 j (j+1) - 1 \right) \sum_{m} \rho^{(j)}_{m,m}, \tag{2b}$$

where $m$ is the projection of $j$ on the laboratory $Z$ axis and $\rho^{(j)}_{m,m}$ is the final relative population of sublevel $m$ with $\Sigma_{m} \rho^{(j)}_{m,m} = 1$. If we denote by $\sigma_{m,m}^{(j)}$ the partial photodissociation cross section for production of fragments in the particular level ($j,m$), we shall have

$$\rho_{m,m}^{(j)} = \sigma_{m,m}^{(j)} \sum_{m} \sigma_{m,m}^{(j)} m \tag{3}$$

In the framework of the first-order perturbation theory for electric dipole transitions, the partial photodissociation cross section $\sigma_{m,m}^{(j)}$ is given by\textsuperscript{16-18}

$$\sigma^{(j)} = \frac{4 \pi c^2}{\omega} \sum_{m} \left| \langle \Psi_{jm,m} | \mathbf{d} \cdot \mathbf{e} | \Psi \rangle \right|^2, \tag{4}$$

where $\omega$ is the frequency of the incident light, $\mathbf{e}$ its polariza-
tion vector, and $\mathbf{d}$ the electric dipole operator. In Eq. (4), $\Psi_j$ is the initial molecular wave function, which as $R \to \infty$ behaves as

$$\Psi_{jm_{j}m_{j}}(R \rightarrow \infty) \approx \left( \frac{m}{2\pi k_j^2} \right)^{1/2} \left[ \frac{e^{ik_j \cdot R}}{R} W_{jm_{j}}^{m_{j}}(\mathbf{r}_{\text{sf}}) \right] + \sum_{m_{j}'} \left( \frac{k_{j}}{k_{j}'} \right)^{1/2} S_{jm_{j}m_{j}'m_{j}'} \times e^{-ik_{j}' \cdot R} W_{jm_{j}'}^{m_{j}'}(\mathbf{r}_{\text{sf}}), \quad (5)$$

where $S$ is the scattering matrix, and

$$k_j = \sqrt{2m(E - E_j)}/\hbar$$

is the channel wave number, $m = m_a m_b/(m_a + m_b)$ is the reduced mass for the relative motion of the fragments, $E = E_j + \hbar \omega$ the total final energy, and $E_j$ the asymptotic threshold energy. The channel basis set functions $W_{jm_{j}}^{m_{j}}(\mathbf{r}_{\text{sf}})$ are defined as

$$W_{jm_{j}}^{m_{j}}(\mathbf{r}_{\text{sf}}) = Y_{jm_{j}}(\theta_{R}, \phi_{R}) \phi_{jm_{j}}(\{\mathbf{r}_{\text{sf}}\};R), \quad (7)$$

where the $Y_{jm_{j}}(\theta_{R}, \phi_{R})$ are spherical harmonic functions depending on the polar angles of $\mathbf{R}$, and the $\phi_{jm_{j}}(\{\mathbf{r}_{\text{sf}}\};R)$ are adiabatic basis functions which asymptotically (i.e., for $R \to \infty$) become eigenfunctions of the fragments. We have denoted by $\{\mathbf{r}_{\text{sf}}\}$ the collection of all space-fixed (sf) coordinates (electronic, vibrational, and rotational) of the fragments.

In molecular photodissociation problems it is usually more convenient to calculate the matrix elements of the dipole operator $\mathbf{d}$ in a body-fixed (bf) frame with the $z$ axis pointing in the direction of $\mathbf{R}$. As $R \to \infty$, the projection of $\mathbf{J}$ on this axis (the helicity quantum number $\Omega$) becomes well defined and the continuum wave functions behave as

$$\Psi_{\Omega J M}(R \rightarrow \infty) \approx \left( \frac{m}{2\pi k_j^2} \right)^{1/2} \left[ \frac{e^{ik_j \cdot R}}{R} W_{\Omega J M}^{M}(\mathbf{r}_{\text{sf}}) \right] + \sum_{J\Omega} \left( \frac{k_j}{k_j'} \right)^{1/2} S_{\Omega J M}^{M J}(\mathbf{r}_{\text{sf}}) \times e^{-ik_{j}' \cdot R} W_{\Omega J M}^{M}(\mathbf{r}_{\text{sf}}), \quad (8)$$

with

$$W_{\Omega J M}^{M}(\mathbf{r}_{\text{sf}}) = \sqrt{\frac{2J + 1}{4\pi}} D_{M_{\Omega}}^{*}(\phi_{R}, \theta_{R}, 0) \phi_{\Omega J M}(\{\mathbf{r}_{\text{sf}}\};R), \quad (9)$$

where the $D_{M_{\Omega}}^{*} (\phi_{R}, \theta_{R}, 0)$ are Wigner rotational functions and $M$ is the projection of $\mathbf{J}$ on the space-fixed $Z$ axis. Notice that $\phi_{\Omega J M}(\{\mathbf{r}_{\text{sf}}\};R)$ refer now to the body-fixed frame. Since between the space-fixed and the body-fixed basis set there is the relationship

$$Y_{jm_{j}}(\theta_{R}, \phi_{R}) \phi_{jm_{j}}(\{\mathbf{r}_{\text{sf}}\};R) = \sum_{J\Omega} \left( - \right)^{J - \Omega} \alpha(J + 1/2) \frac{2J + 1}{\sqrt{4\pi}} \times \left( \frac{j \ell}{\Omega} \right) \left( \frac{J \ell}{M} \right) \times D_{M_{\Omega}}^{*}(\phi_{R}, \theta_{R}, 0) \phi_{\Omega J M}(\{\mathbf{r}_{\text{sf}}\};R), \quad (10)$$

we can write

$$\Psi_{jm_{j}m_{j}} = \sum_{\Omega J M} \mathcal{S}_{jm_{j}m_{j}}^{\Omega J M} \Psi_{\Omega J M}, \quad (11)$$

with

$$\mathcal{S}_{jm_{j}m_{j}}^{\Omega J M} = \left( - \right)^{J - \Omega} \alpha(J + 1/2)(2J + 1/2) \times \left( \frac{j \ell}{\Omega} \right) \left( \frac{J \ell}{M} \right) \times \left( \frac{J \ell}{J'} \right) \left( \frac{J \ell}{J''} \right) \left( \frac{J \ell}{J'''} \right), \quad (12)$$

Introduction of Eq. (11) into Eq. (4) produces

$$\sigma_{m_{j}}^{(j)} = \frac{4\pi^2 \omega}{c} \sum_{\Omega J M} \mathcal{S}_{jm_{j}m_{j}}^{\Omega J M} \sigma_{\Omega J M}^{(j)} \times \langle \Psi_{j} | \mathbf{d} \cdot \hat{\mathbf{e}} | \Psi_{\Omega J M} \rangle \times \langle \Psi_{\Omega J M} | \mathbf{d} \cdot \hat{\mathbf{e}} | \Psi_{\Omega J M} \rangle, \quad (13)$$

which using Eq. (12) can be recast in the form (see Appendix A)

$$\sigma_{m_{j}}^{(j)} = \frac{4\pi^2 \omega}{c} \sum_{J} \left( 1 - \gamma - m_{j}(2K + 1) \right) \times \left( \frac{j \ell}{m_{j} - J} \right) \left( \frac{J \ell}{0} \right) T_{k}^{(j)}, \quad (14)$$

with

$$T_{k}^{(j)} = \sum_{\Omega J M} \mathcal{S}_{jm_{j}m_{j}}^{\Omega J M} \times \left( \frac{j \ell}{\Omega} \right) \left( \frac{J \ell}{\Omega} \right) \left( \frac{J \ell}{J'} \right) \left( \frac{J \ell}{J''} \right) \left( \frac{J \ell}{J'''} \right) \times \langle \Psi_{j} | \mathbf{d} \cdot \hat{\mathbf{e}} | \Psi_{\Omega J M} \rangle \times \langle \Psi_{\Omega J M} | \mathbf{d} \cdot \hat{\mathbf{e}} | \Psi_{\Omega J M} \rangle \times \langle \Psi_{\Omega J M} | \mathbf{d} \cdot \hat{\mathbf{e}} | \Psi_{\Omega J M} \rangle. \quad (15)$$

being the so-called state multipoles.\(^{14,15,19}\)

Several comments concerning Eqs. (14) and (15) are now in order. From the form given to $\sigma_{m_{j}}^{(j)}$ in Eq. (14), it is easy to show that

$$\sigma_{m_{j}}^{(j)} \equiv \sum_{m_{j}} \sigma_{m_{j}}^{(j)} = \frac{4\pi^2 \omega}{c} T_{0}^{(j)}, \quad (16a)$$

$$\sigma^{(j)} = \frac{T_{0}^{(j)}}{T_{0}^{(j)}}, \quad (16b)$$

$$\sigma^{(j)} = \sqrt{\frac{(2j + 3)(2j + 1)}{j(j + 1)}} \frac{T_{0}^{(j)}}{T_{0}^{(j)}}, \quad (16c)$$

and therefore the state multipoles $T_{k}^{(j)}$ are directly related to the partial cross section ($K = 0$), the degree of orientation ($K = 1$), and the degree of alignment ($K = 2$) of the rotational state $j$. For instance, using Eq. (15) with $K = 0$ into Eq. (16a) it is obtained
\[ \sigma^{(j)} = \frac{4\pi^2\omega}{c} \sum_{\alpha JM} |\langle \Psi_j | \hat{d} \cdot \hat{e} | \Psi_{\alpha JM} \rangle|^2, \]

which indeed is the partial photodissociation cross section for production of fragments with angular momentum equal to \( j \), expressed in terms of spherical waves in the body-fixed frame.\(^{16}\)

Similarly, using Eq. (15) with \( K = 1 \) into Eq. (16b) one gets

\[ \sigma^{(j)} = -\sum_{\alpha JM} \sum_{\Omega \Omega'} ( - \gamma )^j (2j + 1)^{1/2} \left( \begin{array}{ccc} j & j & 1 \\ -\Omega & \Omega & 0 \end{array} \right) (2J + 1)^{1/2} (2J' + 1)^{1/2} \left( \begin{array}{ccc} J & J' & 1 \\ -\Omega & \Omega & 0 \end{array} \right) \]

\[ \times \left[ \Sigma_M (-1)^M \left( \begin{array}{ccc} J' & J & 1 \\ -M & M & 0 \end{array} \right) \langle \Psi_j | \hat{d} \cdot \hat{e} | \Psi_{\alpha JM} \rangle \ast \langle \Psi_j | \hat{d} \cdot \hat{e} | \Psi_{\alpha J'M' M} \rangle \right] \]

\[ \Sigma_{\alpha JM} |\langle \Psi_j | \hat{d} \cdot \hat{e} | \Psi_{\alpha JM} \rangle|^2, \]

which vanishes if only one state with \( \Omega = 0 \) is excited.\(^{2,3}\) For a diatomic molecule this would correspond to a \( \Sigma \) dissociative state. In this work we are interested in the limit of large \( j \). If only one excited state with \( \Omega \neq 0 \) is populated, then from

\[ (2j + 1)^{1/2} \left( \begin{array}{ccc} j & j & 1 \\ -\Omega & \Omega & 0 \end{array} \right) = - ( - \gamma )^{j + n} \frac{\Omega}{\sqrt{j(j + 1)}} \]

we conclude that the degree of orientation should vanish roughly as \( 1/j \). We thus expect very little orientation for large \( j \) when only one helicity manifold is excited. On the contrary, if two (or more) helicities with \( \Delta \Omega = \pm 1 \) are excited simultaneously from the same initial state (coherent excitation), we shall have terms in Eq. (18) involving coefficients of the form

\[ (2j + 1)^{1/2} \left( \begin{array}{ccc} j & j & 1 \\ -\Omega & \Omega & 0 \end{array} \right) = - ( - \gamma )^{j + n} \sqrt{(j - \Omega)(j + \Omega + 1)} \]

\[ 2j(j + 1), \]

\[ \frac{\hbar^2}{2m} \frac{\partial^2}{\partial R^2} - \frac{\hbar^2}{2m} [J(J + 1) + j(j + 1) - 2\Omega^2] + V_{\alpha JM}^{(j)}(R) - E_j - E \]

\[ \varphi_{\alpha JM}^{(j)}(R) \]

\[ = - \sum_{j'} V_{\alpha JM}^{(j)}(R) \varphi_{\alpha JM}^{(j')}(R) - \sum_{n = \pm 1} \left( \frac{\hbar^2}{2m} \right) \sqrt{j(j + 1) - \Omega \Omega'} \varphi_{\alpha JM}^{(j)}(R), \]

\[ \Psi_{\alpha JM} = \frac{1}{R} \sum_{\alpha j} \varphi_{\alpha JM}^{(j)}(R) W_{\alpha JM}^{(j)}(R, r_{\text{bf}}), \]

Introducing this expansion into the Schrödinger equation it is found that the \( \varphi_{\alpha JM}^{(j)} \) functions are the solutions of the system of coupled equations,

\[ \Psi_{\alpha JM} = \frac{1}{R} \sum_{\alpha j} \varphi_{\alpha JM}^{(j)}(R) W_{\alpha JM}^{(j)}(R, r_{\text{bf}}), \]

with the \( \varphi_{\alpha JM}^{(j)} \) being determined by a system of coupled equations similar to Eqs. (22).

Using Eqs. (21) and (24), the matrix elements of the electric dipole interaction term \( \hat{d} \cdot \hat{e} \) is replaced by another transition operator.

We now go back to Eq. (15) and specify further the wave functions needed to calculate the matrix elements of the transition dipole operator. We expand the final dissociative wave functions \( \Psi_{\alpha JM} \) in terms of the basis set given in Eq. (9),

\[ \Psi_{\alpha JM} = \frac{1}{R} \sum_{\alpha j} \varphi_{\alpha JM}^{(j)}(R) W_{\alpha JM}^{(j)}(R, r_{\text{bf}}). \]
where we have defined the reduced matrix elements

\[
\langle J_i \| \delta(l) \| \Omega j \rangle = \sum_{J, j} \sum_{\Omega, \Omega'} (-1)^{j_i - \Omega_i} (2J + 1)^{1/2} \times \left( \begin{array}{ccc} \Omega' & 1 & J_i \\ \Omega & -\Omega' \end{array} \right) \int dR \varphi_{J, \Omega'}(R) \times \langle \delta_{J, \Omega'} \| (d) \| J_i \rangle \langle J_i \| \delta(l) \| \Omega j \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle.
\]

In Eq. (25),

\[
T^{(i)}_K = -\left[ \sum_p (-1)^{j_i - \Omega_i} |\hat{e}_p|^2 \left| \begin{array}{ccc} 1 & 1 & K \\ J_i & J_i & 0 \end{array} \right| \right] \sum_{J, j} (-1)^{j_i - \Omega_i} (2J + 1)^{1/2} \times (2J' + 1)^{1/2} \left( \begin{array}{ccc} J & 1 & K \\ \Omega & -\Omega' \end{array} \right) \int dR \varphi_{J, \Omega'}(R) \times \langle \delta_{J, \Omega'} \| (d) \| J_i \rangle \langle J_i \| \delta(l) \| \Omega j \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle,
\]

which is the standard expression for the state multipoles in the case of electric dipole transitions.\(^2\) The tensorial components of the polarization vector in the space-fixed frame. In Eq. (26) on the other hand,

\[
(d)_{0} = (d)_{z}, \quad (d)_{\pm 1} = \pm \frac{1}{\sqrt{2}} \left[ (d)_{x} \pm i(d)_{y} \right]
\]

are the components of the electric dipole operator in the molecule-fixed frame.

Introducing Eq. (28) into Eq. (15) and averaging over \(M_i\) assuming the molecule is initially randomly oriented, one obtains (see Appendix)

\[
\langle J_i \| \delta(l) \| \Omega j \rangle = (-)^{1 - \Omega} M^{(i)}_{\Omega \Omega},
\]

where \(M^{(i)}_{\Omega \Omega} = \sum_{J, j} (-1)^{\Omega - \Omega'} \int dR \varphi_{J, \Omega'}(R) \times \langle \delta_{J, \Omega'} \| (d) \| J_i \rangle \langle J_i \| \delta(l) \| \Omega j \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle,
\]

III. ZERO INITIAL TOTAL ANGULAR MOMENTUM

Let us consider the particular case \(J_i = 0\). Only final states with \(J = 1, \Omega = 0, \pm 1\) will be excited in that case. From Eq. (26) we have

\[
\langle J_i = 0 \| \delta(l) \| \Omega j \rangle = (-)^{1 - \Omega} M^{(i)}_{\Omega 0},
\]

where

\[
M^{(i)}_{\Omega 0} = \sum_{J, j} (-1)^{1 - \Omega} \int dR \varphi_{J, \Omega'}(R) \times \langle \delta_{J, \Omega'} \| (d) \| J_i \rangle \langle J_i \| \delta(l) \| \Omega j \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle \times \langle \Omega j \| \delta(l) \| \Omega' j' \rangle,
\]

For linear incident polarized light one can choose the laboratory \(Z\) axis in the direction of \(\hat{e}\) and we get

\[
F_0(\hat{e}) = \frac{1}{\sqrt{3}},
\]

\[
F_1(\hat{e}) = \frac{\rho - \hat{e} \times \rho}{\sqrt{6}},
\]

\[
F_2(\hat{e}) = \frac{3\rho^2 - 2}{\sqrt{30}} |\hat{e}_p|^2.
\]

For circular polarization on the other hand, it is convenient to choose the laboratory \(Z\) axis along the direction of propagation of the light. One then has \(\hat{e} = \mp (1/\sqrt{2}) (\hat{e}_x \pm i \hat{e}_y)\) and

\[
F_1(\hat{e}) = \pm 1/\sqrt{6},
\]

\[
F_2(\hat{e}) = 1/\sqrt{30}.
\]

It is then clear from Eqs. (32) and (33) that orientation \((K = 1)\) can be produced only by the use of circularly (or elliptically) polarized light.\(^9\) This is a well-known fact also in the case of photoionization where circularly polarized light is used to produce polarized (spin oriented) electrons.\(^20,21\)
\[ a^{(j)} = \frac{1}{10} \left( \sum_f (3p^2 - 2) |\phi|^2 \right) \left[ 2|M_0^{(j)}|^2 + \left( \frac{3}{j(j+1)} \right) [M_0^{(j)}]^2 + \left( \frac{3}{j(j+1)} - 4 \right) [M_0^{(j)}]^2 \right] \]

\[ + \left( \frac{3}{\sqrt{j(j+1)}} \right) (M_0^{(j)} M_0^{(j)} + c.c.) \times \left[ |M_0^{(j)}|^2 + |M_0^{(j)}|^2 + |M_0^{(j)}|^2 \right], \]

where we have defined the parity adapted matrix elements for a \( J = 0 \rightarrow 1 \) transition,

\[ M_0^{(j)} = \frac{1}{\sqrt{2}} \left( M_0^{(j)} + M_0^{(j)} \right). \]

We now turn to the study of orientation in the high \( j \) limit. From Eq. (37b) we obtain for circularly polarized light

\[ \alpha^{(j)} = \frac{1}{2i} \left( \frac{M_0^{(j)} M_0^{(j)} + c.c.}{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 + |M_0^{(j)}|^2} \right), \]

where the two signs refer to right and left polarization, respectively. As discussed above in relation to Eq. (18) we note that for large \( j \), orientation can be obtained only if two helicity states are excited simultaneously. In the case studied here we see that \( M_0^{(j)} \) and \( M_0^{(j)} \) have to be coherently excited in order to obtain a nonvanishing orientation. This corresponds to the excitation of the two transition dipole moments perpendicular to \( j \) (in the case of a triatomic, this would correspond to the excitation of two transitions in the plane of the molecule, i.e., two parallel transitions). We note from Eq. (39) that the orientation can be as large as \( j \) for \( M_0^{(j)} = M_0^{(j)} \), and \( M_0^{(j)} = 0 \). Since \( \langle j \Omega \rangle = j \theta^{(j)} \) and \( j \gg 1 \), we can then obtain \( \langle j \Omega \rangle \gg 1 \).

It is also interesting to analyze the alignment in the limit \( j \gg 1 \). For linear incident polarization, we get from Eq. (37c)

\[ \alpha^{(j)} = - \frac{2}{5} \left[ \frac{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 - 2|M_0^{(j)}|^2}{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 + |M_0^{(j)}|^2} \right], \]

and we find that \( \alpha^{(j)} = - \frac{i}{j} \) if \( M_0^{(j)} = 0 \), while \( \alpha^{(j)} = \frac{i}{j} \) if \( M_0^{(j)} = M_0^{(j)} = 0 \), which are the limiting values of the alignment. This result is also expected in the framework of the classical model. Since \( j \gg 1 \), and \( J \ll j \), we shall have \( l \approx j \) and therefore \( j \) is perpendicular to \( R \). Now for large \( j \), \( M_0^{(j)} \) and \( M_0^{(j)} \), correspond to a parallel transition, i.e., to a transition dipole moment in the plane perpendicular to \( j \) and containing \( R \) (the plane of the molecule for a triatomic), while \( M_0^{(j)} \), correspond to a transition dipole moment along \( j \) (i.e., perpendicular to the plane of the molecule in the triatomic case). We shall then have for linear polarization along the laboratory \( Z \) axis (see Fig. 1)

\[ \mathbf{M} \cdot \hat{e} = M_0^{(j)} \cos \Theta + M_0^{(j)} \sin \Theta \sin \Phi \]

and the absorption probability will be

\[ dW_{abs} = \frac{3}{4\pi} \frac{|M_0^{(j)} \cos \Theta + M_0^{(j)} \sin \Theta \cos \Phi + M_0^{(j)} \sin \Theta \sin \Phi|^2}{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 + |M_0^{(j)}|^2} d(\cos \Theta) d\Phi. \]

Since \( \alpha^{(j)} = (3p^2 - 2 - 1) \) and in the classical limit \( j \gg 1 \), \( \sin \Theta \sin \Phi \)

\[ \frac{3}{4\pi} \int dW_{abs} \sin \Theta \sin \Phi^2 - 1 \]

\[ = - \frac{2}{5} \left[ \frac{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 - 2|M_0^{(j)}|^2}{|M_0^{(j)}|^2 + |M_0^{(j)}|^2 + |M_0^{(j)}|^2} \right], \]

which is exactly the result obtained in Eq. (40) using the quantum formalism.

---

### IV. AXIAL RECOIL LIMIT

When \( J \) is different from zero, the general form Eq. (29) together with Eq. (26) should be used to calculate the multipole \( T_k^{(j)} \) from which the orientation and alignment can be obtained by the use of Eq. (16). Equation (29) can be simplified, however, for direct dissociation with large kinetic energies. In this limit (called axial recoil) the molecule dissociates much faster than the time for an overall rotation. This amounts to consider that the dissociation matrix elements Eq. (26) are slowly varying functions of the total angular momentum \( J \) and that \( \Omega \) is a good quantum number. Therefore we shall write

\[ \langle J \Omega | d | J \Omega^\prime \rangle = \sum_{\mu} (-)^{J+\mu-\Omega^\prime}(2J+1)^{1/2} \times \left( \begin{array}{ccc} J & 1 \end{array} \right)_{\Omega \Omega^\prime} \mu^{(j)}(J,\Omega,\Omega^\prime), \]

where

\[ \mu^{(j)}(J,\Omega,\Omega^\prime) = \sum_{\mu} \int dR \phi^{(j)}(R) \times \langle \phi_{\mu} | \delta_{\mu e} | d | \delta_{\mu j} \rangle \phi^{(j)}(R), \]

where \( J \) can be replaced by any of the three values \( J = J_1, J_1 \pm 1 \). Introducing Eq. (44) into Eq. (29) one obtains (see Appendix)

\[ T_k^{(j)} = - F_k(\hat{e}) \sum_{\mu} \sum_{\Omega} (-)^{j+\Omega+\Omega^\prime-\Omega}(2J+1)^{1/2} \times \left( \begin{array}{ccc} j & j \end{array} \right)_{\Omega \Omega^\prime} \left( \begin{array}{ccc} j & K \end{array} \right)_{\Omega \Omega^\prime} \times \left( \begin{array}{ccc} 1 \end{array} \right)_{\Omega \Omega^\prime} \left( \begin{array}{ccc} 1 \end{array} \right)_{\Omega \Omega^\prime} \times \langle \phi_{\mu} | \delta_{\mu j} \rangle \cdot \mu^{(j)}(J,\Omega), \]

where \( F_k(\hat{e}) \) has been defined in Eqs. (30) and (31). Using now Eq. (46) into Eqs. (16a) we obtain
\[ \sigma^{(\delta)} = \frac{4\pi^2 \omega}{3c} \sum_{j_0} \{ |\mathcal{M}_{j_0, j_0}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2 \}, \]  

\[ \mathcal{P}^{(\delta)} = \frac{1}{2} \left( \sum_{j} \omega \right) \sum_{j_0} \left\{ \frac{(1 + \Omega_j) |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 + (1 - \Omega_j) |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2}{\sqrt{j(j+1)}} \right. 
- \sqrt{\frac{(j-\Omega_j)(j+\Omega_j+1)}{2j(j+1)}} (\mathcal{M}_{j_0, j_0+1}^{(\delta), \ast} \mathcal{M}_{j_0, j_0+1}^{(\delta)} + \text{c.c.}) \left. - \sqrt{\frac{(j+\Omega_j)(j-\Omega_j+1)}{2j(j+1)}} (\mathcal{M}_{j_0, j_0-1}^{(\delta), \ast} \mathcal{M}_{j_0, j_0-1}^{(\delta)} + \text{c.c.}) \right\} \right\} \sum_{j_0} \{ |\mathcal{M}_{j_0, j_0}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2 \}, \]  

\[ \mathcal{P}^{(\delta)} = \frac{1}{10} \left( \sum_{j} 3p^2 - 2 \right) \sum_{j_0} \left\{ -2 \left( \frac{3\Omega_j^2}{j(j+1)} - 1 \right) |\mathcal{M}_{j_0, j_0}^{(\delta)}|^2 + \left( \frac{3(\Omega_j+1)^2}{j(j+1)} - 1 \right) |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 
+ \left( \frac{3(\Omega_j - 1)^2}{j(j+1)} - 1 \right) |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2 \right\} \sum_{j_0} \{ |\mathcal{M}_{j_0, j_0}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2 \}, \]  

which reduce to Eqs. (37) for the particular case \( J_j = 0 \) if only one term \( \Omega_j = 0 \) is considered (notice, however, that the \( \mathcal{M} \) and \( \mathcal{M}^{\ast} \) matrix elements have slightly different definitions and they become identical for \( J_j = 0 \) only if the Coriolis coupling between different \( \Omega \) states are neglected). Another consequence of the axial recoil approximation is that the degree of orientation given in Eq. (47c) vanishes if \( \mathcal{P}_{\omega, \pm 1} = 0 \) even for \( \mathcal{P}_{\omega} \neq 0 \) (parallel transition). Thus in the axial recoil limit, orientation of \( J_j \) can only be obtained if some perpendicular transition dipole moment is different from zero. Moreover, for \( j \gg 1 \) and circularly polarized incident light we obtain from Eq. (47b)

\[ \mathcal{P}^{(\delta)} = \frac{1}{2} \left\{ \sum_{j_0} \left[ \mathcal{M}_{j_0, j_0}^{(\delta), \ast} \mathcal{M}_{j_0, j_0+1}^{(\delta)} + \mathcal{M}_{j_0, j_0-1}^{(\delta), \ast} \mathcal{M}_{j_0, j_0-1}^{(\delta)} + \text{c.c.} \right] \right\} \sum_{j_0} \{ |\mathcal{M}_{j_0, j_0}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0+1}^{(\delta)}|^2 + |\mathcal{M}_{j_0, j_0-1}^{(\delta)}|^2 \}, \]

which, except for the slight difference in definition of the \( \mathcal{M} \), has the same general form as Eq. (39). In particular, the two equations predict that orientation for large values of \( j \) can only be obtained by simultaneous excitation of states with different helicities (\( \mathcal{M}_{\omega} \) and \( \mathcal{M}_{\omega, \pm 1} \)).

V. APPLICATION TO ICN

Recently orientation of the rotational angular momentum of a molecular photofragment has been observed for the first time.\(^{11}\) The system was ICN excited in its first absorption continuum by 249 nm circularly polarized light. The ICN \( A \) continuum has been studied by many different experimental techniques\(^{22-44}\) and theoretical calculations.\(^{45-69}\)

Two product channels are open at the excitation wavelength of the experiments,

\[ \text{ICN} + h\nu \rightarrow \text{I}^\ast (2P_{3/2}) + \text{CN}(^2\Sigma) \]

\[ \rightarrow \text{I}^\ast (2P_{1/2}) + \text{CN}(^2\Sigma) \]

the energy difference being 7063 cm\(^{-1}\) (see Fig. 1). Actual-
ly, since CN in the ground state has spin $\frac{1}{2}$ two electronic states corresponding to different total electronic angular momenta of the fragments, $j$ are correlated to each one of the two limits. We have $j = j_l + s + N$, with $j_l = \frac{1}{2}$ for $1^*(2\Pi_{1/2})$, and $j_l = \frac{1}{2}$ for $1^*(2\Pi_{3/2})$, $s = \frac{1}{2}$ being the CN spin, and $N$ the rotational angular momentum of the CN fragment. Since the CN fragments are predominantly found in medium to high $N \approx 50$ rotational states, it is possible to neglect $j_l$ and $s$ with respect to $N$ in all the angular momentum coupling coefficients and simply identify $j = N$. Except for the very low $N$ values the orientation will not be affected by this approximation. The $\phi$ fragment wave functions defined in Eq. (9) can then be written as

$$\phi_{ji}(\{r_{bf}\}; R) = Y_{jn} \langle \phi_{i}(\theta) | \Omega_s \rangle,$$

where $\theta$ and $\phi$ are the polar angles of the CN internuclear axis $r$ in the molecule-fixed frame, and $\langle \phi_{i}(\theta) | \Omega_s \rangle$ is the electronic fragment wave function with $\Omega_s$ being the projection of the total electronic angular momentum on the body-fixed $R$ axis. In addition, since experimentally very little vibrational excitation is observed,32 we have frozen the CN internuclear distance at its equilibrium distance. It should be noted however, that there are very interesting dynamical effects associated to the vibrational excitation of CN,29,32,39 which could be studied if potential energy surfaces including the CN vibrational dependence were available.

What we need now is to define the excited potential energy surfaces. Recently,13 ab initio calculations for the ICN ground and excited electronic states in the region of the $A$ continuum have been performed. According to these calculations, two electronic excited states are involved in the photofragmentation of ICN when excited in this energy region. The two states ($^1\Pi_u$ and $^1\Pi_l$) are bent and correlate (diabatically) to $1^*(2\Pi_{1/2})$ and $1^*(2\Pi_{3/2})$ fragments, respectively, with CN being in its ground electronic state (see Fig. 1). Thus, according to the notation of Eq. (50), the $^1\Pi_u$ and the $^1\Pi_l$ diabatic states correspond to $\Omega_s = 0$ and $\Omega_s = 1$ quantum numbers, respectively.

Using a two dimensional spline interpolation of the ab initio points calculated by Yabushita and Morokuma13 we have constructed two diabatic potential energy surfaces. Contour plots of these two surfaces are presented in Fig. 2. Following Yabushita and Morokuma,13 a linear model at the crossing has been used to calculate the coupling between the two surfaces. We have defined

$$V_{01}(R_{IC}, \delta) = \begin{cases} V_0(R_{IC}, \delta) - V_1(R_{IC}, \delta) \\ [V_0(R_{IC}, \delta) - V_1(R_{IC}, \delta)] e^{-(|R_{IC} - R_{IC*}| - 1.0)} \end{cases}$$

with $R_{IC}$ denoting the C–I distance ($R_{IC*} = 2.7 \text{ Å}$, being the crossing point) and $\delta$ the bending angle. $R_{IC}$ and $\delta$ are related to the Jacobi coordinates $R$ and $\theta$ used in our calculations, by simple trigonometry.53,54 A contour plot of the potential coupling is presented in Fig. 3. We shall refer to these potential energies and couplings as the two-state model.

Since for ICN the initial rotational state of the molecule is not supposed to play a significant role in the dissociation dynamics,34 we have performed quantum calculations for the transition from the $J_l = 0$ level in the ground state to the $J = 1$ manifold in the excited states. We can therefore use the final expressions presented in Sec. III. The calculations have
been carried out as following. The initial ground state wave function (assuming $\Omega_e = 0$) has been computed using the formalism of Freed and co-workers. The matrix elements defined in Eq. (35) have been obtained by solving the coupled equations (22) for the final dissociative wave functions, and evaluating the integral over $R$ in the Franck–Condon approximation. We have neglected the Coriolis couplings between the $\Omega = 0$ and $\Omega = 1$ states induced by the $I^3$ term in Eqs. (22). The number of coupled equations to be solved simultaneously is reduced by half when using this approximation. A preliminary test calculation has shown that the error introduced is of the order of 0.1% at the energy we are interested in ($\lambda = 249$ nm corresponds to 14 400 cm$^{-1}$ excess energy with respect to the lower product channel). Two independent calculations are then performed, one for $\Omega = 0$ and another for $\Omega = 1$. Each one implies the resolution of about 170 coupled equations. The integration was performed from 2.5 to 10 Å in a grid of 1500 points. It should be noted that in the framework of the Coriolis decoupling approximation, the sum over $\Omega'$ in Eq. (35) reduce to only one term with $\Omega' = \Omega$. Since, in addition, $\Omega_e = 0$, we have $\Omega'_e = \Omega$ and this implies that the $\Omega = 0$ calculation corresponds to the dissociation dynamics associated to the parallel optical transition ($\Omega_e = 0$) while the $\Omega = 1$ calculation deals with the perpendicular transition $\Omega_e = 1$ only. This does not necessarily imply that the final $\Omega_e$ is unique for each one of these calculations. Since there are electronic transitions between the two surfaces, an initial parallel transition may produce both $\Omega_e = 0$ as well as $\Omega_e = 1$ channels (i.e., both $I^*$ and I atomic fragments).

Since the actual values of the electronic transition dipole moments $\mathcal{D}_0$ and $\mathcal{D}_1$ are not known we have determined their ratio by fitting the experimental iodine atoms electronic branching ratio $I^*/(I + I^*) = 0.43$. We have found good agreement between theory and experiment with $|\mathcal{D}_0/\mathcal{D}_1|^2 = 2$. In Fig. 4 we present the calculated and observed final rotational state distribution of the CN fragments for excitation at 249 nm. Rather good agreement is obtained. The mechanism for the production of this rotational distribution proposed by Yabushita and Morokuma is borne out by our calculations. Since the $\Omega_e = 0$ state has the most favorable Franck–Condon factors and it correlates to $I^* (\bar{2}P_{1/2})$ in the collinear configuration, the CN fragments with low rotational excitation (i.e., those which dissociate collinearly) are associated with $I^* (\bar{2}P_{1/2})$. On the other hand, those produced with intermediate and high $N$ values are the result of transitions from one surface to the other in the bent configuration.

We turn now to the determination of the orientation of the CN rotational angular momentum. Experimentally the orientation has been measured for all CN fragments irrespective of the atomic iodine state. In order to compare with experiments we then need to average our calculated individual orientations over the $I^*$ and I branching ratios. The results are presented in Fig. 5 together with the experimental points. We note that although the overall behavior of the orientation as a function of $N$ is qualitatively reproduced by the calculations, quantitatively the agreement is not very good, in particular for large $N$. The reason for this discrepancy could be due to the inaccuracy of the extrapolated energy surfaces at angles far from the collinear configuration. Highly rotationally excited fragments, for instance, are likely to explore the potential energy surfaces at large bending angles, where there are no $ab initio$ points available. Also, the angular dependence of the coupling between the two dissociative electronic surfaces is very important in determining the orientation. It is clear that the model coupling we have used is not accurate enough and more $ab initio$ points are needed to improve the two-state model.
FIG. 5. The degree of orientation of the rotational angular momentum $N$ of the CN fragments vs $N$. The theoretical results (solid line) correspond to the two-state model calculations. The experimental points (in black) are those of Hasselbrink et al. (Ref. 11).

We have also studied a three-state model which has been proposed recently by Black, Waldeck, and Zare. The three surfaces are labeled with the quantum numbers $\Omega_s = 0$, 1, and 2. The $\Omega_s = 0$ surface is optically connected from the ground state and correlates to $1^e(2P_{1/2})$ fragments. It is coupled to the optically inactive $\Omega_s = 2$ surface which correlates to $1^e(2P_{3/2})$ fragments. These surfaces have been considered before by Goldfield, Houston, and Ezra who performed classical trajectory calculations to study the final state rotational distribution of the CN fragments. Black et al. have found that in order to reconcile all the experimental observations at 249 nm, it was necessary to consider a third state with $\Omega_s = 1$ carrying oscillator strength from the ground state. This state will then be responsible for the perpendicular component observed in the angular distribution of the $1^e(2P_{3/2})$ fragments at low $N$. Therefore, it was assumed that this state is correlated to the $1^e(2P_{3/2})$ channel and that it is uncoupled to the other two states. We have chosen functional forms for the potential energy surfaces and couplings very similar to those used by Goldfield et al., namely,

$$\langle 0 | H_4 | 0 \rangle = A_{00} e^{-\alpha_0 R} - C_6/R^6 + B_{00} \theta^4 e^{-\beta_0 R} + 7063 \text{ cm}^{-1},$$

$$\langle 0 | H_4 | 2 \rangle = A_{12} e^{-\alpha_2 R} e^{-\gamma_2 \theta^2} + B_{12} \theta^2 e^{-\beta_2 R},$$

$$\langle 1 | H_4 | 1 \rangle = A_{11} e^{-\alpha_1 R} e^{-\gamma_1 \theta^2} + B_{11} e^{-\beta_1 R} e^{-\gamma_1 (\theta - \pi)^2},$$

$$\langle 0 | H_4 | 2 \rangle = A_{02} e^{-\alpha_0 R} \theta^2 e^{-\gamma_0 (\theta - \pi/2)^2},$$

$$\langle 0 | H_4 | 1 \rangle = \langle 1 | H_4 | 2 \rangle = 0.$$  

All the parameters are listed in Table I. They have been adjusted such that the final rotational distribution of CN agrees with the experimental results (see Fig. 6). Using these potentials we have calculated the degree of orientation of the CN fragments as a function of $N$. The results are presented in Fig. 7 together with the experimental results. We note that the three states model also reproduce qualitatively the behavior of the orientation as a function of the rotational quantum number. It is therefore possible to build several different models which can equally well explain the production of highly oriented fragments for large $N$. On the other hand, we have found in our calculations that the actual value of the orientation is very sensitive to details of the potential energy surfaces and couplings and that two models which can both reproduce very well the rotational distribution can give very different degrees of orientation.

VI. CONCLUSIONS

We have studied the degree of orientation of molecular photofragments produced in highly excited rotational states. We have shown that the degree of orientation can be unexpectedly large if two or more helicity continua correlating to the same final states of the fragments are excited simultaneously. The helicity is associated to the projection $\Omega$ of $j$ onto the dissociation coordinate $R$ joining the center of mass of the fragments. The simultaneous excitation of continua with different helicity can be achieved in many different ways. If only one excited electronic manifold is populated, then in the framework of the Franck-Condon approximation we require that the transition dipole moment should...
have parallel and perpendicular components onto $R$. For nonlinear molecules this is likely to be the rule. For a bent triatomic molecule, for instance, the transition dipole moment should be in the plane of the molecule forming an angle different from 0 and $\pi/2$ with respect to $R$. A typical example is provided by NOCl which in the region 620–180 nm has transition dipole moments very nearly parallel to the NCI bond.\(^{70}\)

For linear molecules (such as ICN), it is clear that the transition dipole moment lies parallel or perpendicular to $R$ in the collinear configuration. Hence, with only one surface orientation for large $j$ can only be obtained through mixing with another surface of different symmetry. This mixing can only exist out of the collinear configuration and thus for linear molecules it is the contribution of the zero-point bending vibration of the ground state which is responsible for the orientation. This is the mechanism discussed by Vigué et al.\(^{12}\)

Other possible mechanisms for linear triatomic molecules have been studied in this paper. If two excited electronic states with different symmetry (one parallel and the other one perpendicular) are optically connected to the states of the fragments favorable). This is the situation encountered in the two-state model of ICN advanced by Morokuma and Nabushita.\(^{13}\)

Although the two states are correlated to different final states of the fragments (I + CN and I* + CN), transitions can occur in the crossing region when the molecule is bent. This ensures that the same final state of the fragments can be obtained with two different helicity states. The two-state model of Morokuma and Yabushita\(^{13}\) and the mixing mechanism advanced by Vigué et al.\(^{12}\) are in fact intimately connected. If the crossing point between the two surfaces occurs near the Franck–Condon region, the adiabatic surfaces will then have the mixed transition dipole moment assumed by Vigué et al. This situation is likely to be found in many systems.

In the case of the three-state model proposed by Black et al.,\(^{44}\) one of the final states (I + CN) can be produced by simultaneous excitation of the states with $\Omega_e = 0$ and $\Omega_e = 1$. Thus this channel shows orientation for large $j$ while the other one corresponding to I* + CN has vanishingly small orientation for large $j$. By measuring selectively the degree of orientation in coincidence with the final state of the iodine atom it would be possible to discriminate between these two models. Another important conclusion of this work is that the degree of orientation is very sensitive to the details of the potential energy surfaces and couplings. In particular, we have found that the two models studied here reproduce very well the fragments’ rotational distribution and yet give very different orientational values.

Finally, it should be noted that the mechanisms considered here for ICN can apply as well to other systems dissociating into two fragments. In particular, the CICN and BrCN molecules for which there is now experimental and theoretical information available\(^{71,72}\) should be amenable to very similar theoretical treatment. Another very interesting system in this context is OCS for which it has been demonstrated that parallel and perpendicular transitions are simultaneously present at a variety of excitation wavelengths.\(^{73}\)
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**APPENDIX: DERIVATION OF THE GENERAL EXPRESSIONS**

We consider the general case where the two fragments $A$ and $B$ carry nonzero angular momenta $j_A$ and $j_B$, respectively. The orientation and the alignment of fragment $A$ will then be given by

$$\theta^{(j_A)} \equiv \langle j_A \rangle_z / |j_A|$$

$$= \sum_{m_{j_A}} \frac{m_{j_A}}{m_{j_A} \sqrt{j_A (j_A + 1)}} \rho^{(j_A)}_{m_{j_A} m_{j_A}}, \quad (A1a)$$

$$\alpha^{(j_A)} \equiv \langle j_A \rangle_z^2 / |j_A|^2 - 1$$

$$= \sum_{m_{j_A}} \left( \frac{3m_{j_A}^2}{j_A (j_A + 1)} - 1 \right) \rho^{(j_A)}_{m_{j_A} m_{j_A}}, \quad (A1b)$$

where

$$\rho^{(j_A)}_{m_{j_A} m_{j_A}} = \sigma^{(j_A)}_{m_{j_A}} \sum_{m_{j_A}} \sigma^{(j_A)}_{m_{j_A}}$$

(A2)

with

$$\sigma^{(j_A)}_{m_{j_A}} = \frac{4\pi^2}{c} \sum_{|m_{j_B}| \leq |m_{j_A}|} \langle |\Psi_{j_A m_{j_A} m_{j_B} m_{j_B}}| \rangle^2 \cdot |\Psi_j|^2 \cdot |\langle \Psi_{j_A m_{j_A} m_{j_B} m_{j_B}} | \Psi_j \rangle|^2.$$

(A3)

Now
ψ_{j_A,m_{j_A},j_B,m_{j_B},j,m_{j},m_{j'}} = \sum_{j_{m_{j}}}(−)^{j_A−j_B+m_{j}(2j+1)^{1/2}}
×\left(\frac{j_A}{m_{j_A}} \frac{j_B}{m_{j_B}} \frac{j}{m_{j}}\right)\psi_{j_A,m_{j_A},j_B,m_{j_B},j,m_{j},m_{j'}} (A4)

where $j = j_A + j_B$ is the total angular momentum of the fragments and $\psi_{j_A,m_{j_A},j_B,m_{j_B},j,m_{j},m_{j'}}$ is the wave function defined asymptotically as in Eq. (5). Introducing now the total angular momentum $J = j + 1$ and the body-fixed wave functions defined in Eqs. (8) and (9), we obtain

$$\sigma_{m_{j_A}} = \frac{4\pi^2\omega}{c} \sum_{j_{m_{j}}}(−)^{j_A−j_B+m_{j}(2j+1)^{1/2}}
×\left(\frac{j}{m_{j}}\right)\psi_{j_A,m_{j_A},j_B,m_{j_B},j,m_{j},m_{j'}} (A5)$$

We now prove a useful relation between the Wigner coefficients. We start with [see Eq. (4.16) in Ref. 15]

$$\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \\ m_4 & m_5 & m_6 \end{array}\right) = \sum_{j_6}(2j_6+1)(−)^{j_1+j_2+j_3+j_4-j_6-m_1-m_2}$$
×\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ j_5 & j_1 & j_6 \\ j_4 & j_3 & j_5 \end{array}\right) (m_{j_1} m_{m_1} m_{m_2} m_{m_3} m_{m_4} m_{m_5} m_{m_6}) (A6)

From Eq. (6) we can write

$$\sum_{j_6}(2j_6+1)\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array}\right)\left(\begin{array}{ccc} j_4 & j_5 & j_6 \\ m_4 & m_5 & m_6 \end{array}\right) = \sum_{j_6}(2j_6+1)(−)^{j_1+j_2+j_3+j_4-j_6-m_1-m_2}$$
×\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ j_5 & j_1 & j_6 \\ j_4 & j_3 & j_5 \end{array}\right) (m_{j_1} m_{m_1} m_{m_2} m_{m_3} m_{m_4} m_{m_5} m_{m_6}) (A7)

and using again Eq. (A6) we obtain

$$\sum_{j_6}(2j_6+1)(−)^{j_1+j_2+j_3+j_4-j_6-m_1-m_2}$$
×\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array}\right)\left(\begin{array}{ccc} j_4 & j_5 & j_6 \\ m_4 & m_5 & m_6 \end{array}\right) = \sum_{j_6}(2j_6+1)(−)^{j_1+j_2+j_3+j_4-j_6}$$
×\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array}\right)\left(\begin{array}{ccc} j_4 & j_5 & j_6 \\ m_4 & m_5 & m_6 \end{array}\right) (A8)

Using now Eq. (A8) into Eq. (A5), we can write

$$\sigma_{m_{j_A}} = \frac{4\pi^2\omega}{c} \sum_{j_{m_{j}}}(−)^{j_A−j_B+m_{j}(2j+1)^{1/2}}
×\left(\frac{j}{m_{j}}\right)\psi_{j_A,m_{j_A},j_B,m_{j_B},j,m_{j},m_{j'}} (A9)$$

and using [see Eq. (4.15) in Ref. 15]

$$\sum_{m_{j_A}m_{j_B}m_{j}}(−)^{j_A+j_B+j_3-j_6-m_1-m_2}$$
×\left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array}\right)\left(\begin{array}{ccc} j_4 & j_5 & j_6 \\ m_4 & m_5 & m_6 \end{array}\right) = \left(\begin{array}{ccc} j_1 & j_2 & j_3 \\ j_5 & j_1 & j_6 \\ j_4 & j_3 & j_5 \end{array}\right) (m_{j_1} m_{m_1} m_{m_2} m_{m_3} m_{m_4} m_{m_5} m_{m_6}) (A10)$$

we obtain
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\[
\sigma_{m_\lambda}^{(jA)} = \frac{4\pi^2 \alpha}{c} \sum_K \left(-\frac{\partial x}{\partial n_\lambda} \right)^2 \frac{(2K + 1)}{\sqrt{2J_A + 1}} \left( \frac{J_A}{m_\lambda} - m_\lambda \right) K_{T^{(jA)}}^{(i_\lambda K)},
\]

with
\[
T_{K}^{(jA)} = \sum_{jB} \sum_{j'} \sum_{j''} \sum_{j'''} \left(-\frac{\partial x}{\partial n_\lambda} \right)^2 \frac{(2J_A + 1)}{\sqrt{2J_A + 1}} \left( \frac{J_A}{j'} - j'' \right) \left( \frac{J_A}{j'''} - j'' \right) \times \left( 2J_A + 1 \right)^{1/2} \left( 2J_A + 1 \right)^{1/2} \left( \frac{J_A}{j} - \Omega' \right) \left( \frac{J_A}{j'} \right) \left( \frac{J_A}{j''} \right) \left( \frac{J_A}{j'''} \right),
\]

which reduces to Eq. (29) when \(j_B = 0\).

Introducing now into Eq. (A12) the matrix elements defined in Eq. (25), averaging over \(M_\lambda\) since we assume the molecule is initially randomly oriented, and using Eq. (A10), we finally get
\[
T_{K}^{(jA)} = -F_K (\hat{\epsilon}) \sum_{jB} \sum_{j'} \sum_{j''} \left(-\frac{\partial x}{\partial n_\lambda} \right)^2 \frac{(2J_A + 1)}{\sqrt{2J_A + 1}} \left( \frac{J_A}{j'} - j'' \right) \times \left( 2J_A + 1 \right)^{1/2} \left( 2J_A + 1 \right)^{1/2} \left( \frac{J_A}{j} - \Omega' \right) \left( \frac{J_A}{j'} \right) \left( \frac{J_A}{j''} \right) \left( \frac{J_A}{j'''} \right),
\]

which reduces to Eq. (46) when \(j_B = 0\) or when \(j_B\) is much smaller than \(J_A\).


10 M. Glass-Maujean and J. A. Beswick, in Ref. 4, p. 983.


29 W. H. Fischer, T. Carrington, S. V. Filseth, C. M. Sadowski, and C. H.


40(a) M. D. Morse, K. F. Freed, and Y. B. Band, J. Chem. Phys. 70, 3604 (1979); (b) 70, 3620 (1979).


