Line mixing and collision induced absorption in the oxygen A-band using cavity ring-down spectroscopy
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This paper reports on the absorption of molecular oxygen in the region of the A-band near 760 nm under atmospheric conditions relevant for satellite retrieval studies. We use pulsed laser cavity ring-down spectroscopy with a narrow bandwidth laser and use pressure scans to increase the accuracy of the measured oxygen extinction coefficients. Absolute binary absorption coefficients in minima between absorption lines of the A-band spectrum have been measured and tabulated. We use the so-called adjustable branch coupling model including line mixing to calculate the magnetic dipole absorption in order to determine the contribution of collision induced absorption. The line mixing model has been optimized such that the collision induced absorption spectrum is smooth.

I. INTRODUCTION

Absorption of radiation by molecular oxygen has been the subject of numerous studies in the past. Oxygen is an unusual molecule having a triplet ground state besides five other low lying excited states. None of these six low lying states are coupled by allowed electric dipole transitions. Despite the forbidden nature of these transitions, the amount of oxygen in the atmosphere is so high that oxygen absorbs solar light in our atmosphere efficiently. This absorption by oxygen, in particular in the near-infrared part of the spectrum (the oxygen A-band) has become important in satellite retrieval studies.1 It is expected that the next generation of atmospheric satellite missions must be able to characterize the composition of the troposphere with such an accuracy that local emissions of carbon dioxide (CO2) can be determined from observed column densities. Determination of the effective oxygen column is required in order to obtain an accurate air mass factor, which corrects for the geometry of the satellite and the sun and for the effects of aerosol scattering, clouds and surface albedo. Accurate CO2 columns (<1%) require very accurate (<0.2%) oxygen columns and the latter implies the need for high accuracy data on oxygen absorption including collision effects.2 Satellite instruments, which record the A-band spectrum often at low resolution, detect column density differences from variations of the transmittance in the weak minima in between the sharp resonances. Here, the absorption coefficient ranges from 10−8 to 10−5 cm−1.

Molecular collisions give rise to different effects that influence the absorption coefficient and the shapes of the sharp absorption lines. The best known effect is pressure broadening in the form of a Lorentzian line parameter. Thermal motion adds a Gaussian contribution to the line shape. Next to these well known effects on the line shape, more subtle effects are present, such as Dicke narrowing,3 line mixing, (LM)4 and collision induced absorption (CIA).5 The first two effects only redistribute the absorption coefficient as function of wavelength thereby changing the line shapes. CIA describes the absorption by transient O2−O2 collision complexes. The short duration of the collision and the exchange of collision energy and internal energy result in a weak absorption spectrum without sharp features. Being the direct result of binary collisions, CIA increases strictly quadratic with density.

Most earlier studies on oxygen A-band absorption focused on spectroscopic parameters of individual rotational lines from high resolution spectra obtained by means of Fourier transform or laser spectroscopy (see, for example, Brown et al.,6 Robichaud et al.,7 Predoi-Cross et al.8 and references therein). Predoi-Cross et al.8 analyzed the A band line shapes using a high resolution FT technique. In the analysis of their results, they used various line shapes (Galatry,9 Rautian Sobel’mann10 and speed dependent Rautian Sobel’mann) which take into account the Dicke effect and velocity dependent effects. However, in order to fit their lines within the experimental noise level they still needed to add line mixing.

The number of studies concentrating on collision induced effects is small. In fact, until relatively recently, the presence of an observable CIA contribution was even questioned. Tabisz et al.11 were the first to report a CIA contribution deduced from measurements at high densities [100–300 amagat]. Later, Greenblatt et al.12 reported CIA to be negligible. In a recent work, Tran et al.13 quantified the CIA spectrum. They used a 0.5 cm−1 resolution Fourier Transform spectrometer and oxygen densities up to 150 amagat. To the best of our knowledge, Tran et al. were the first to use a quantitative LM model to extract the CIA contribution from the observed absorption in the region of the A-band.

In this paper, we report on absolute measurements in
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between the P-lines of the A-band and in the region beyond the bandhead (13 165 cm\(^{-1}\)) as well as in the gap of the missing Q-branch of the pressure dependent absorption coefficients using pulsed laser cavity-ring down spectroscopy. Oxygen pressure ramps starting at a few millibars and ending between 1 and 5 bar were used. Our measurements make it possible to reconstruct the CIA spectrum below the oxygen A-band. We argue that the introduction of LM in the calculations of line shapes in the A-band is necessary and we use a model called the adjustable branch coupling (ABC) model to introduce LM. This model has been developed by Tonkov and co-workers.\(^{15,16}\)

### II. THEORY

The oxygen A-band (13 000–13 200 cm\(^{-1}\)) stems from the \(b^1\Sigma^+ (v=0) \rightarrow X^1\Sigma^- (v=0)\) transition. It is a weak magnetic dipole transition, strongly electric dipole forbidden. Babcock and Herzberg identified the origin of the A-band transition correctly in 1949.\(^{17}\) The spectrum contains a P-branch and an R-branch, related to changes in the rotational angular momentum \(N\), \(\Delta N=N''-N'=\pm 1\). A Q-branch is missing. The triplet nature of the electronic ground state results in a doubling of the P-lines into PP and PQ transitions and of the R-lines in RR and RQ transitions, related to the \(J=N+S\), allowing for \(\Delta J=J''-J'=0, \pm 1\), for fixed \(\Delta N\). The magnitude of the splitting is \(\sim 2\) cm\(^{-1}\). Finally, as is well known for molecular oxygen only odd \(N\) levels exist in the ground state. The excited \(b\)-state only has even \(N\) values. Figure 1 contains the A-band spectrum at 1 amagat. The three small figures show examples of the spectrum that have been studied, namely in between the P-lines and at the position of the missing Q-branch. The different naturally occurring oxygen isotopologues are clearly visible and need to be taken into account in the analysis.

### A. Collisional effects

Absorption lines are modified by collisions between oxygen molecules, and thus by the oxygen-oxygen interaction potential, of which the details determine the rate of velocity changing and of rotationally inelastic collisions. In approximate models, the effects of these collisions are accumulated under the name of collision broadening and parametrized in a single parameter: the collisional line width. The resulting Lorentzian lines are convoluted with the Gaussian shaped Doppler contribution into a Voigt line profile. Dicke\(^3\) and others have shown that the Doppler broadening can be pressure dependent. Rautian has explained this phenomenon in terms of diffusion on a quantum mechanical scale, analogous to the interpretation of the Mossbauer effect.\(^{18}\) Galatry\(^9\) as well as Rautian and Sobel’man\(^10\) came up with schemes to include Dicke narrowing into the Voigt profile quantitatively. All these corrections give dominating effects near the line center, whereas the line wings are generally much less affected. Only LM has a dominating relative effect on the absorption coefficients in the line wings. As we accurately determine the absorption coefficients at the line wings, we concentrate on introducing LM in order to determine the local contribution of the CIA. LM takes into account the effect of inelastic collisions on the line shape, which results in intensity transfer between rotational lines.

Fano was the first to derive an expression for the effect of LM on Lorentz lines.\(^3\) He derived the following expression for the spectral distribution:

\[
\Phi(\omega) = \frac{-\text{Re}}{\pi} \sum_{qj,q'j'} \rho_j^{2q_j} q_j x_{q_j} x_{q'j'} \left( \frac{1}{i(\omega - L_{ij}) + \Gamma(\omega)} \right),
\]

(1)

In this equation, \(\rho_j\) are the initial state populations, related to the temperature, \(x_{q_j}\) are the so-called reduced dipole moments. The products \(\rho_j^{2q_j}\) provide the line strengths as found in databases such as HITRAN.\(^{19,20}\) \(\omega\) is the frequency considered. The labels \(q\) and \(q'\) are used to distinguish transitions within the two individual branches, the remaining label \(j\) enumerates all optical transitions. \(L_{ij}\) is also known as the Liouville operator, which in matrix representation is diagonal containing all transition frequencies. The matrix \(\Gamma\) is the relaxation matrix, which contains the effect of collisions on the line shapes. The diagonal of the relaxation matrix contains pressure shifts and collisional broadening coefficients and the off-axis elements contain line mixing effects. We note that a diagonal relaxation matrix ignores line mixing, such that Eq. (1) describes a spectrum consisting of a sum of Lorentzian lines. Assuming hard collisions, the relaxation matrix can be approximated by\(^{21}\)

\[
\Gamma_{qq'jj'} = \bar{\Gamma}^{-1}(\delta_{qq'} \delta_{jj'} - A^{-1} \rho_j^{2q_j} x_{q_j} x_{q'j'}). \tag{2}
\]

On the assumption that there is no coupling between the lines belonging to different branches, the relaxation matrix takes the form

\[
\Gamma_{qq'jj'} = \delta_{qq'} \bar{\Gamma}^{-1}(\delta_{jj'} - A^{-1} \rho_j^{2q_j} x_{q_j} x_{q'j'}). \tag{3}
\]

The \(\delta\) function in \(q,q'\) reflects that in this form no line mixing takes place between P- and R-lines. In these equations \(\bar{\Gamma}^{-1}\) is the averaged collision frequency, which can be obtained from the pressure broadening parameters in databases such as HITRAN. \(A\) is the total integrated intensity of the band.
and \(A_q\) is the integrated intensity of branch \(q\). It is noted that all components of the relaxation matrix may be complex, providing both lineshills and line shape changes. An often used simplification is to ignore the imaginary part of the diagonal elements, the pressure induced line shifts, for calculation of the off-diagonal components. Tonkov and co-workers\(^\text{24,25}\) have estimated the effect of the quadrupole deform the electron wave functions slightly. Tipping and lower the symmetry of the individual oxygen molecules and matrix, which is equivalent to a Lorentzian line.

CO\(_2\) quite well, the authors acknowledge that the self-effect is important in assessing the optimal value for trum at the missing Q-branch region is strongly affected by case of the oxygen A-band, especially the shape of the spec-

\[I(t) = I_0(\nu)e^{-\nu(\tau(\nu))},\]

where \(I_0(\nu)\) is the initial intensity of light leaking out and \(\tau(\nu)\) is the cavity ring-down time. The value of \(\tau(\nu)\) completely depends on the cavity losses

\[\tau(\nu) = \frac{d}{c} \frac{1}{\ln(R) + \kappa(\nu)d},\]

where \(d\) is the cavity length, \(c\) is the speed of light, \(R\) is the reflectivity of the mirrors, \(\kappa(\nu)\) is the extinction coefficient of the oxygen inside the cavity, and \(I\) is the single pass path length (if the cavity is completely filled with oxygen, \(I\) is equal to \(d\)). Therefore, the extinction coefficient of oxygen can be obtained as follows:

\[\kappa(\nu) = \frac{1}{\tau(\nu)c} - \frac{\ln(R)}{d},\]

where the background level \(|\ln(R)|/d\) is determined by the losses in the empty cell.

The CRD spectroscopy technique has two remarkable advantages. First, the value of extinction coefficient is determined by the decay rate of the light pulse intensity leaking out of the cavity and is thus independent of the fluctuations of the laser intensity. Second, the use of high reflectivity mirrors gives the cavity an optical path length of several tens of kilometers, while working with a half-meter long cavity. The combination of these advantages results in the very high sensitivity (up to \(10^{-9}\) cm\(^{-1}\)) of the CRD method. It is important to use a laser with a line width which is narrow with respect to the width of spectral features of the molecule, such that the decay of light from the cavity can be correctly represented by a single exponential function.

### B. Experimental setup

The pulsed cavity ring-down setup\(^\text{26,28}\) used in this work is presented in Fig. 2. We pumped a dye laser (ScanMate from Lambda Physik, Ft. Lauderdale, FL) at 532 nm with a Nd:YAG (yttrium aluminum garnet) laser operating at 30 Hz and using pyridine-2. The bandwidth of the laser was typically 0.07 cm\(^{-1}\), without using an etalon. The resulting laser light was guided into a cavity constructed out of two highly reflective mirrors (Research Electro Optics, Boulder, CO), reflectivity 99.999% at 775 nm, focal length 6 m, placed ~30 cm apart. In order to study the pressure dependent behavior of the absorption we placed the full cavity including the mirrors inside a home built pressure cell, ensuring that the alignment is not affected by the pressure ramps.

A special system for accurate alignment of the mirrors inside the cell based on linear motors was designed. A flowmeter/controller pair (High Tech: El-Flow) was used to increase the pressure in the cell which was equipped with a
membrane pump (Edwards XDS5, Tewksbury, MA). The pressure of oxygen (99.998% pure) inside the cell was measured with a pressure meter (Pfeifer: Dual Gauge, Nashua, NH) with a relative error of 0.15% of the reading. The intensity of light leaking out of the CRD cell was detected with a photomultiplier tube (Licel High Dynamic Range Photomultiplier); an appropriate bandpass filter was placed in front of the tube to prevent the detection of surrounding light that could pass through the cell. Part of the light coming out of the CRD cell was also sent on a sensitive charged-coupled device (CCD) camera to control the quality of the alignment of the cavity. This was required for obtaining reproducible results. The data from the photomultiplier tube were transferred to a computer for on-line fitting of the intensity decays and storage of the traces by use of a scope card (GageScope CS14100). Other relevant data, such as the pressure of the sample and the wavelength were recorded simultaneously. The wavelength was measured with a wavelength meter (HighFinesse: Wavelength Meter Ångstrom WS/7) which was calibrated with a single mode temperature stabilized HeNe laser (absolute calibration 0.005 cm⁻¹).

C. Experimental procedure

To obtain the value of the extinction coefficient of oxygen at a given wavelength within the region of the A-band the following experimental procedure was used: the empty cell was slowly filled with oxygen up to a certain maximum pressure, estimated in advance for each wavelength. The value of the maximum pressure was chosen to ensure a considerable change of the extinction during the pressure scan. During the filling of the cell the pressure of oxygen and the cavity ring-down time were simultaneously recorded. The resulting experimental curves display the density dependence of the extinction of oxygen at a given frequency. The advantage of this procedure is that the loss of the empty cavity is measured during each experiment, resulting in an increased accuracy of the measured extinction coefficient. The experimental procedure described above was introduced for measurements of the weak Rayleigh scattering cross sections of nitrogen and sulfur hexafluoride.  

Measurements of the extinction coefficient of oxygen were performed within the spectral region from 12 960 to 13 280 cm⁻¹ in all minima between the rotational lines of the P-branch, in the region between the P- and R-branches and above the bandhead of the R-branch of the A-band of oxygen. The presence of different oxygen isotopologues and their accurate positions were important for a correct retrieval of the CIA contribution. All experiments were carried out at room temperature; the maximum pressure of oxygen in the cell was kept around 1 bar for the measurements near the center of the A-band and was as high as 5 bar in the band wings, where the absorption coefficients are small.

The measured extinction coefficients are then corrected for Rayleigh scattering. The contribution of the Rayleigh scattering (σ) is given by

\[ \sigma(\bar{v}) = \frac{24 \pi^2 \bar{v}^3 (n_s^2 - 1)^2}{N_s^2 (n_s^2 + 2)^2} \frac{6 + 3 p_n}{6 - 7 p_n}, \quad (8) \]

where \( \bar{v} \) is the frequency in wavenumbers, \( n_s \) is the refraction index, \( N_s \) is the molecular number density per cm³, and \( p_n \) is the so-called depolarization factor, related to the nonspherical nature of oxygen molecules. The last term of Eq. (8) is known as the King correction factor \( (F(\bar{v})) \) and is given by

\[ F(\bar{v}) = \frac{6 + 3 p_n}{6 - 7 p_n} = 1.096 + 1.385 \times 10^{-11} (\bar{v} / \text{cm}^{-1})^2 \]
\[ + 1.448 \times 10^{-20} (\bar{v} / \text{cm}^{-1})^4, \quad (9) \]

The refraction index is given by

\[ (n_s - 1) \times 10^8 = A + \frac{B}{4.09 \times 10^9 - (\bar{v} / \text{cm}^{-1})^2}. \quad (10) \]

The values of the coefficients \( A = 21.351.1 \) and \( B = 21.856 \times 10^{12} \) for the frequencies below 18 315 cm⁻¹ are from Bates. Using the above equations, the measured extinction of oxygen was corrected for Rayleigh scattering. It should be noted that the relative contribution of scattering depends on the spectral region within the A band: in the central part of the band scattering is negligibly small, while near 12 970 and 13 280 cm⁻¹ its contribution may be almost 30% (at 1 amagat).

IV. RESULTS

As described in Sec. III C, the density dependent extinction coefficients are first corrected for the reflectivity of the mirrors and for the Rayleigh extinction. In the resulting absorption coefficients we distinguish two contributions: the allowed magnetic dipole absorption and absorption by transient \( {\text{O}}_2{\text{--O}}_2 \) collision pairs. The CIA is strictly quadratic in nature. In the wings of the absorption lines, where the measurements were performed, the LM model predicts a nearly perfect quadratic behavior.

The interpretation of the observed pressure dependence in LM and CIA is of course model dependent, but the observed total quadratic coefficient describing the absorption in
TABLE I. The averaged measured binary absorption coefficients for various excitation energies in wavenumbers in between the P-lines (P...P...−P...Q...) and the region of the missing Q-branch (Q) of the oxygen A-band, as well as in the region beyond the R-branch bandhead (R).

<table>
<thead>
<tr>
<th>Wavenumber (cm⁻¹)</th>
<th>Binary absorption coefficient (10⁻⁸ cm⁻¹ amg⁻²)</th>
<th>Wavenumber (cm⁻¹)</th>
<th>Binary absorption coefficient (10⁻⁸ cm⁻¹ amg⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P₁P₁−P₃Q₂</td>
<td>12 969.0</td>
<td>12 103.4</td>
<td>212 ± 3</td>
</tr>
<tr>
<td>P₁P₁−P₃Q₂</td>
<td>12 980.6</td>
<td>13 109.4</td>
<td>219 ± 3</td>
</tr>
<tr>
<td>P₁P₁−P₃Q₂</td>
<td>12 985.2</td>
<td>13 109.8</td>
<td>203 ± 3</td>
</tr>
<tr>
<td>P₁P₁−P₃Q₂</td>
<td>12 995.0</td>
<td>13 115.8</td>
<td>166 ± 3</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 004.2</td>
<td>13 116.0</td>
<td>161 ± 3</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 006.2</td>
<td>Q</td>
<td>13 121.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 016.4</td>
<td>Q</td>
<td>13 122.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 018.0</td>
<td>Q</td>
<td>13 123.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 028.0</td>
<td>R</td>
<td>13 170.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 037.5</td>
<td>R</td>
<td>13 175.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 047.0</td>
<td>R</td>
<td>13 185.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 056.0</td>
<td>R</td>
<td>13 190.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 065.6</td>
<td>R</td>
<td>13 195.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 072.0</td>
<td>R</td>
<td>13 200.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 073.6</td>
<td>R</td>
<td>13 210.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 080.2</td>
<td>R</td>
<td>13 220.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 081.4</td>
<td>R</td>
<td>13 230.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 089.0</td>
<td>R</td>
<td>13 240.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 089.2</td>
<td>R</td>
<td>13 250.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 096.2</td>
<td>R</td>
<td>13 260.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 096.6</td>
<td>R</td>
<td>13 270.0</td>
</tr>
<tr>
<td>P₂P₂−P₄Q₃</td>
<td>13 103.0</td>
<td>R</td>
<td>13 280.0</td>
</tr>
</tbody>
</table>

the minima between the P-lines and in the region of the missing Q-branch is a relevant reference information for generating reference spectra. In Table I, the absorption coefficients are given in cm⁻¹ amg⁻². The estimated relative error is better than 1.5% in the middle of the A-band and better than 3% near the wings of the A-band.

Using the ABC-model we estimated the values of the absorption coefficient in the A-band for frequencies around the minima between the rotational lines and behind the bandhead. As will be described below, the only free remaining parameter of the ABC-model, the interbranch coupling, was set at 0.8, in order to have a smooth CIA spectrum. This value is not much different from the value of 0.59 derived by Makarov et al. 32 while studying the millimeter absorption spectrum of oxygen. The ABC model calculations showed that for the spectral points chosen between the lines, the absorption coefficient increased proportional to the square of oxygen density within 0.5%.

A. Determination of the CIA spectrum

Figure 3 shows a representative experimental ramp of extinction against density at 13 123.32 cm⁻¹. In panel (a), each point is the result of an exponential fit of a light decay curve, corrected for the reflectivity of the mirrors. The Rayleigh scattering is shown as the straight line. In panel (b), the observations are corrected for this scattering. The solid line shows the result of density dependent calculations of the ABC model. In panel (c), we have subtracted the calculated model absorption. A small correction on the absorption coefficients is applied at those frequencies where the model absorption coefficients change significantly over the laser bandwidth. This was only necessary for a small number of points close to the resonance frequencies and was achieved by convoluting the calculated model absorption with the Gaussian

FIG. 3. Sketch of the procedure. The data are taken at 13 123.32 cm⁻¹. (a) Measured extinction (blue) and Rayleigh scattering (red). (b) Measured absorption (blue), resulting from the subtraction of the Rayleigh scattering from the extinction, and calculated absorption (purple), obtained using the ABC-model. (c) The CIA (blue) resulting from subtraction of the modeled absorption from the measured absorption; the CIA is fitted with a quadratic function (red).
minimum where a nonsmooth structure can be observed. The arrow points toward a value of -0.5 cm\(^{-1}\) amagat\(^{-2}\). The spread of the points within one minimum is not purely statistical. This can be observed, for example, from the observed CIA coefficients around 13 040 cm\(^{-1}\). Here the coefficients are smaller at the minima than closer to the lines.

In order to check whether we needed to take LM into account to derive a realistic CIA spectrum, we performed the analysis described above not using the ABC model but a sum of Voigt line shapes based on HITRAN08 reference data of the A-band. The resulting apparent CIA spectrum is displayed in Fig. 4.

The absorption coefficients are given at a reference density of 1 amagat. The values can be interpreted as the quadratic absorption coefficients in cm\(^{-1}\) amagat\(^{-2}\). All data points of Fig. 4 are the result of independent pressure ramps. The resulting CIA spectrum is rather smooth, especially beyond the bandhead in the R-branch. We note that we have no data-points for frequencies in the R-branch itself. The higher line density of the branch results in high absorption coefficients beyond the bandhead. The numerical value for \(N > 9\) the slope is tilted up. The reverse characterizes the observations for \(N < 9\). In the region just beyond the bandhead, still a few points are observed with a surprising behavior, which has to reflect a remaining systematic model error. We have carefully checked that the wavelength meter did not introduce a small systematic shift in wavelength, which could explain the behavior in each minimum. For the areas below 13 075 cm\(^{-1}\) and above 13 200 cm\(^{-1}\), the averaged retrieved CIA does not change by more than 0.5% at 1 amagat to the total absorption. The absence of direct measurements makes it difficult to derive a realistic CIA spectrum, we implicitly assume the spectrum to be without such high frequency structure. Also, the apparent CIA in the region of the Q-branch is small in the view of the fact that the CIA spectrum under the P- and R-branch will be of similar magnitude and that sharp structures are absent. The large spread near the maximum of the P-branch is partially due to the small contribution of CIA and partially due to the incorrectness of the sum of Voigt line shapes. The most convincing argument for the need of introducing LM are the nonphysical negative values of the CIA coefficients that are derived for frequencies beyond the bandhead.

2. Voigt lines including line mixing

Subsequently, we have made use of the ABC model with one free parameter: the value of the interbranch coupling, \(r\). The effects of this value are most obvious in the missing Q-branch region and, to a lesser extent, just beyond the bandhead. The numerical value for \(r \approx 0.8\) was chosen such that the resulting CIA spectrum is smooth. The retrieved CIA coefficients are shown in Fig. 5. Line mixing affects the magnetic dipole absorption by slightly deforming the Voigt line shapes and shifting intensity from the edges of the band to its center, resulting in a change of the CIA spectrum. The negative values and the local minima in the CIA spectrum in between the P-lines with high rotational quantum numbers have disappeared. Also the maximum intensity is reduced. However, we still find that the retrieved CIA coefficients within a number of individual minima are not smooth but show relative large variations that are not random. For frequencies where \(N > 9\), the slope is tilted up. The reverse characterizes the observations for \(N < 9\). In the region just beyond the bandhead, still a few points are observed with a surprising behavior, which has to reflect a remaining systematic model error. We have carefully checked that the wavelength meter did not introduce a small systematic shift in wavelength, which could explain the behavior in each minimum.
should be realized that each point is the result of many independent measured points, which each are the result of analyzing a few thousand decay curves during a full pressure scan. As was discussed above, part of the errors bar shown in the data-points still have a systematic origin, which reflects that the LM model is not perfect yet. Another explanation for part of the systematic error is the presence of inaccuracies in the HITRAN database. We found that the improved line positions of the isotopologues in HITRAN08\textsuperscript{20} improved the fits with respect to HITRAN04\textsuperscript{19}. The largest part of the error at low rotational lines in the P branch is caused by the high absorption coefficient at the minima between the lower P lines due to the allowed magnetic dipole transitions, rendering relatively small CIA contributions. Figure 6 also contains a direct comparison with the data of Tran et al.\textsuperscript{14}

As mentioned above, for several minima in between the P-branch we performed detailed measurements of the absorption coefficients taking many points in each minimum. The idea was to use the shape in between the resonances, to optimize the LM model. Also, the need to incorporate LM came from the detailed observations between different lines. The choice of the parameter $r$ is fully based on the overall shape of the CIA spectrum. The detailed shape in between the resonances could not be used for refinement of our LM model. Figure 7 shows the behavior at three positions of the spectrum, displaying how accurate the sum of our LM model and a smooth CIA spectrum based on the results of Fig. 6 describes the observed data. In the upper panel (a) the magnitude of the CIA is only $2 \times 10^{-7}$ cm$^{-1}$ amagat$^{-2}$. The isotopologues are visible. The observed deviations at the edges and around the isotopologues result from the rapidly changing absorption, which causes the light from the cavity to decay in a multiexponential fashion. A correction is performed, but the correction method leaves a systematic error underestimating the true absorption. The middle panel (b) shows opposite systematic errors occurring in the missing Q-branch region due to predictions of the LM model. On the right hand side, the measurements are slightly above the model values, while on the left hand side the observations match the model. In the last panel (c), the region above the bandhead is shown. Here, the observations are dominated by the CIA contribution. All data points, resulting from independent pressure scans, form directly a smooth spectrum, which is indicative for the accuracy of the present experiment.

As shown above an important determination of the CIA of oxygen in the A-band region was achieved by Tran et al.,\textsuperscript{14} who used FT spectroscopy in combination with pressures up to 150 bar to increase the relative contribution of CIA to the spectrum. It should be noted that the combinations of their LM model and their observations resulted in a CIA spectrum with some structure. Their recommended CIA spectrum has been smoothed in accordance with the expectation that the CIA spectrum should have little structure. Also Tran et al. suggested the possibility of residual errors in their line mixing model. We find that our CIA values agree within 5\% with their data up to 13 166 cm$^{-1}$. The unsmoothed data of Tran et al. (Fig. 6 in Ref. 14) has a structure at 13 110 cm$^{-1}$ which we also find in our data. Although the overall shape of our CIA spectrum is very similar and structure in our data seems to follow their structure, our maximum is significantly larger than that of Tran et al.\textsuperscript{14} Fundamentally, their procedure and our procedure are highly similar. They used spectra based on the sum of Lorentzians combined with a line mixing model based on the energy corrected sudden approximation, which weights the inelastic cross section as function of angular momentum and angular momentum changes. We used Voigt type line shapes com-
Comparison to that for O2–N2 collisions has been noticed is so much narrower than the O2–O2 spectrum that an estimate of the width of the CIA spectrum due to O2–N2 collisions is not possible. In recent experiments, both models produce the same structure, either the CIA is structured or the LM model needs improvement elsewhere than in the effects of the collisions, for example, in HITRAN. The most likely conclusion is that LM is not accurately described in both models.

Tran et al. not only published the CIA spectrum of the O2–O3 collisions but also of the O2–N2 collisions. The latter is so much narrower than the O2–O2 spectrum that an estimate of the width of the CIA spectrum based on the available kinetic energy certainly is not possible. In recent experiments in our set-up on the CIA spectrum due to O2–N2 collisions we corroborate the findings of Tran et al. and find a rather narrow spectrum even with some structure. The striking difference between the CIA related to O2–O2 collisions in comparison to that for O2–N2 collisions has been noticed before and cannot yet be accounted for by the models based on quadrupole interaction induced dipole transitions as formulated by Tipping and co-workers.

It is clear that we have been able to determine the relative contributions of Rayleigh scattering, the allowed magnetic dipole transition and the CIA in oxygen. The resulting total spectrum and the relative contributions of the different processes are displayed in Fig. 8. The data are plotted on a logarithmic scale, to show the influence of the various processes on the spectrum.

At 1 amagat, Rayleigh scattering dominates in the minima between P-lines with large rotational quantum numbers (below 12 985 cm\(^{-1}\)). CIA dominates in the region beyond the bandhead in the R-branch (>13 170 cm\(^{-1}\)) as well as in a small region at the minima in the P-branch (from 12 985 to 13 037 cm\(^{-1}\)). In the remaining region, especially at the frequencies of the R-branch (from 13 130 to 13 170 cm\(^{-1}\)), the spectrum is dominated by the magnetic dipole absorption of oxygen. At lower densities, Rayleigh scattering will dominate, due to its linear dependence on density, whereas the absorption in the minima and the CIA are quadratic in their density dependence.

The shape and width of CIA spectra can be understood from some general principles. In principle absorption takes place by short lived collision complexes, implying that the spectrum cannot display sharp features. During the collision internal energy and kinetic energy can be exchanged, hence part of the broadening will be determined by the kinetic energy distribution of the collision partners. Most interestingly, molecular properties as the interaction potential, the magnitude of the transient dipole moment being formed, and the effects of having two triplet-state collision partners contribute to the detailed shape of the spectrum. We note that in the fundamental band of molecular oxygen, the CIA spectrum does show structure, reminiscent of rotational structure. A later paper showed, by using theoretical calculations, that the structure is due to metastable dimers. However, the equilibrium density of dimers is expected to be quadratic in density. Hence we cannot distinguish them on the basis of the density dependence and the dimers contribute to the CIA spectrum and may add a weak, sharp structure to a CIA spectrum.

V. CONCLUSIONS

The renewed interest in CIA and LM in the case of systems such as oxygen stems partially from the ever increasing level of details needed to characterize the Earth’s atmosphere. The need for understanding of global warming has been translated in the necessity of assessing CO2 concentrations to within 1%. With such an accuracy not only the increase in CO2 can be monitored but even localized emissions may become measurable by remote sensing. Retrieval from satellite data always requires the knowledge of the air mass factor and effects of aerosol scattering. Quantitative determination of the amount of molecular oxygen can be used to determine these effects. Using CRDS we have been able to determine with very high accuracy the absolute extinction coefficients of molecular oxygen at atmospheric pressures, especially in between the resonance lines. These positions in the spectrum are highly relevant as variations in absorption as function of observation geometry and air mass are mainly due to these line wings as the line centers are optically very thick. In this work we have used the density dependence of extinction to identify LM and CIA contribution. Accurate determinations have been possible. It has been impossible to obtain information on the CIA in the frequency region of the R-branch at our pressures. The accuracy of the CIA spectrum would be larger when a LM model can be used that is validated against large sets of data, as we believe that LM model still is a source of systematic errors. Predoi-Cross et al. also retrieved LM parameters by assessing at low pressures the full line shape of the allowed transitions. This method forms an alternative way to distinguish between different LM models. The results clearly indicate that a need exists for assessing the CIA spectrum and full line shapes starting from first principles.
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12. Although the amagat is not an SI unit, we prefer it as unit of relative density. One amagat is defined as amg=n/n_L, where n is the molecular density per cm³ and n_L is the Loschmidt number (2.686 763 × 10¹⁹ molecules cm⁻³), the number of molecules at 1 atm of pressure and 273 K).