The development of novel sensing, imaging, and biological labeling is an expanding research field in recent years. In particular, fluorescence probes are widely used in single molecule imaging and spectroscopy, and in the detection techniques of proteins, peptides, and enzymes. Due to their size or composition of the nanocrystals, thus providing emission bands that can be tuned by simply changing the fluorophores. However, since organic dyes have very broad absorption bands that can be excited simultaneously. Thus, nanocrystal QDs exhibit very narrow emission lines and fast photobleaching, which are quite limited. More recently, semiconductor nanocrystal quantum dots (QDs) have been suggested as potential fluorophores. The nanocrystal QDs exhibit very narrow emission bands that can be tuned by simply changing the size or composition of the nanocrystals, thus providing simple means to control the probe properties. Due to their brightness (and also photobleaching), very low light intensity can be used, which is practical for many biological applications (in particular, for living cells). Furthermore, their wide absorption band allows simultaneous excitation of several different probes, providing new directions in fluorescence probing.

One of the more common fluorescence techniques for probing biological systems is based on Förster resonance energy transfer (FRET) between a pair of semiconducting nanocrystal quantum dots. The theory builds on the simplicity of the Förster theory is lost. The multipole expansion of the transition moments of the donor and acceptor, Förster showed that the FRET rate depends on the center-to-center separation between the donor and acceptor $R$, and scales as $k_{DA} \propto R^{-6}$. The Förster theory has been extended in several different directions including the case of higher multipoles and short-range effects (see Ref. 16 and references therein). However, the application of these modified theories to semiconducting nanocrystal QDs is still quite limited and involves hard-core simulations where the simplicity of the Förster theory is lost.

In the present study, we extend the Förster theory to treat the case where the donor, or acceptor, or both, are semiconductor nanocrystal QDs. Unlike previous work, the present approach explicitly treats the electronic structure of the nanocrystals, adopting a simple model based on the effective mass approximation. This approach does not take into account the relative contribution to the FRET rate of the different multipole terms, the role of strong confinement limits, and the effects of nanocrystal sizes. © 2008 American Institute of Physics. [DOI: 10.1063/1.2913247]
account electron spin coupling, crystal fields, electron-hole exchange interactions, and interband couplings. More accurate treatments based on a Luttinger multiband $k \cdot p$ model\cite{19,20} or on a semiempirical atomic treatment\cite{21,22,23,24,25,26} will be the subject of future study. Within the simple effective mass model, we retain the spherical symmetry of the QD and treat the effects of higher multipoles on the FRET rate.\cite{27,28,29}

Both weak and strong confinement limits are discussed. In the former case, approximate expressions for the distance dependent FRET rate including dipole and quadrupole transition moments are derived. Examples are given for realistic model parameters of CdSe nanocrystals.

II. RESONANT ENERGY TRANSFER THEORY

It can be shown that static electric fields exhibit relationships which are also correct for propagating waves with the modification that the static dielectric constants are replaced with the corresponding frequency dependent functions.\cite{30} In the treatment below, we adopt this approach and describe the energy transfer processes using an analysis of dipole/quadrupole-dipole coupling calculated on the basis of electrostatics of dielectric materials. One must, however, be careful about the meaning of the dielectric constants, which must be replaced by the real part of the corresponding optical permittivity, given by the square of the refractive indices.\cite{31,32,33} In what follows, we will encounter several different permittivity constants. We will define each of them as we go.

Consider a donor and acceptor in a medium of real optical permittivity $\varepsilon_m$. The rate of energy transfer from donor to acceptor in FRET theory is given by the Fermi golden rule expression:

$$W_{D \rightarrow A} = \frac{2\pi}{\hbar} \sum_{if} \rho(i)|V_{ij}|^2 \delta(E_i - E_f). \quad (2.1)$$

Here, $|i\rangle = |0\rangle \delta$ is the initial state, where the donor is in an excited state $\delta$ and the acceptor is in the ground state 0, and $|f\rangle = |0\rangle \alpha$ is the final state where the excitation was transferred to the acceptor at state $\alpha$. $\delta(E_i - E_f)$ ensures conservation of energy between initial and final states, and $\rho(i)$ is the probability of having the initial state $|i\rangle$. In the above, $V_{ij}$ is the matrix element of the electromagnetic coupling between the states, which can be expressed as a multipole expansion around central points of the donor and acceptor separated by a vector $R$.

FIG. 1. (Color online) A sketch of the transitions dipoles between donor (small dot) and acceptor (large dot). $R$ is directed taken along the $z$ axis.

$$V_{ij} = \frac{1}{\varepsilon_m R^5}(d_{m'n'}^a \tilde{\Theta}_{nm}^{\alpha} \tilde{\alpha} \tilde{\vec{r}}_{m'n'} + \cdots)$$

$$= \frac{d_{m'n'}^a}{\varepsilon_m R^5}[(\cos \theta_{\alpha\delta} - 3 \cos \theta_{\beta} \cos \theta_{\alpha})]_{R}, \quad (2.2)$$

where $d_{m'n'}^a = \langle 0|e^{r_{m'n'}}\delta|\rangle$ is the $n$ Cartesian component of the donor transition dipole moment ($\delta$ is the position vector of an electron) and $\tilde{\Theta}_{nm}^{\alpha}$ is the $n, m$ component of the transition quadrupole moment ($n, m = x, y, z$). Similar definitions apply for the acceptor (with $\delta \rightarrow \alpha$). Einstein summation convention is used.

The two lowest order terms of $V_{ij}$ considered in this work are the dipole-dipole ($d-d$) and dipole-quadrupole ($d-q$) terms. The dipole-dipole coupling matrix element is given by

$$V_{ij}^{d-d} = \frac{R^2(d_{m'n'}^a \cdot d_{m'n''}^a - 3(d_{m'n'}^a \cdot R)(d_{m'n''}^a \cdot R))}{\varepsilon_m R^5}$$

$$= \frac{d_{m'n'}^a}{\varepsilon_m R^5}[(\cos \theta_{\alpha\delta} - 3 \cos \theta_{\beta} \cos \theta_{\alpha})]_{R}, \quad (2.3)$$

where $\theta_{\alpha\delta}$ is the angle between the transition dipole moments and $\theta_{\alpha}^{(\beta)}$ is the angle between $d_{m'n'}^a$ and $R$ (see sketch in Fig. 1). Similarly, for the dipole-quadrupole interaction,

$$V_{ij}^{d-q} = \frac{3}{\varepsilon_m R^5}[(d_{m'n'}^a \cdot R)\tilde{\Theta}_{nm}^{\alpha} + 2d_{m'n'}^a \tilde{\Theta}_{nm}^{\alpha} \cdot R]$$

$$= \frac{3d_{m'n'}^a}{\varepsilon_m R^5}[(\sin \theta_{\delta} \sin \theta_{\alpha} \cos(\theta_{\delta} - \phi_{\alpha})$$

$$+ \sin \theta_{\delta}(1 - 3 \cos^2 \theta_{\alpha}))]. \quad (2.4)$$

The second equality in Eq. (2.4) assumes that the transition quadrupole moment is a spherically symmetric tensor given by

$$\tilde{\Theta}^{\alpha} = \Theta^{\alpha}\left(\begin{array}{c} \sin^2 \theta_{\alpha} \cos^2 \phi_{\alpha} \\
\frac{1}{2} \sin^2 \theta_{\alpha} \sin 2 \phi_{\alpha} \\
\frac{1}{2} \sin 2 \theta_{\alpha} \cos \phi_{\alpha} \\
\frac{1}{2} \sin 2 \theta_{\alpha} \sin 2 \phi_{\alpha} \\
\frac{1}{2} \sin 2 \theta_{\alpha} \cos \phi_{\alpha} \\
\cos^2 \theta_{\alpha} \end{array}\right). \quad (2.5)$$
Similarly to the dipole case, the transition quadrupole moment is written as a spherical quantity and a canonical angular dependence, depending on \( \theta_d \) and \( \phi_d \). Similar expressions exist also for quadrupole-dipole coupling and other terms not described here. The contribution of these terms to the FRET rate can be neglected, as will be discussed below.

The treatment above neglects frequency dependent polarization effects inside the QD. This can be accounted for by the real part of the optical permittivity \( \epsilon_{\text{QD}} \) of the QD which is different from that of the surrounding medium. In Appendix A, we show by using an analysis based on the electrostatics that the effect can be approximately accounted for by multiplying each \( \ell \)-order term in the multipole expansion by a local field factor,

\[
f_{\ell,D/A} = \frac{2\ell + 1}{(\epsilon_{\text{QD},D/A}/\epsilon_m + 1)\ell + 1}.
\]

The resulting expressions for the interaction energy [Eqs. (A5) and (A6)] are exact in the limit of \( R \gg R_{\text{QD}} \) (see Appendix A for a proof). For smaller separations, there are corrections to this scheme, which involve dipole-induced dipole interactions with leading terms proportional to \( R^{-6} \). We neglect such high order terms which, in general, are expected to be smaller. For typical solvents, \( \epsilon_m \) is between 1 and 2 at optical frequencies, while for typical semiconductors, \( \epsilon_{\text{QD}} \approx 10 \). For this case, \( f_1 \) and \( f_2 \) are both nearly equal and have values of between \( \frac{1}{4} \) and \( \frac{1}{2} \).

In most applications of FRET, it is customary to perform an average of the FRET rate over the angles \( (\theta_d, \theta_a, \phi_d \) and \( \phi_a) \). This is a consequence of the fact that the sample is heterogeneous or in some cases due to a long time self-averaging mechanism. The details are given in Appendix B. For the dipole-dipole and dipole-quadrupole rates, we obtain the following:

\[
W_{D\rightarrow A}^{d-d} = \frac{2\pi}{3} \frac{f_d^2 f_A^2}{R^6} \frac{d^\alpha}{d\omega^2} \sum_{\alpha,\delta} \rho(\delta) \int d^2\mathbf{\delta} \int d^2\mathbf{\epsilon} \int d\epsilon \int d\epsilon \delta(\epsilon - \epsilon_a) \delta(\epsilon - \epsilon_d) d\epsilon d\epsilon.
\]

\[
W_{D\rightarrow A}^{d-q} = \frac{2\pi}{3} \frac{f_d^2 f_A^2}{R^8} \int d\epsilon \int d\epsilon \sum_{\alpha,\delta} \rho(\delta) \int d^2\mathbf{\delta} \int d^2\mathbf{\epsilon} \delta(\epsilon - \epsilon_a) d\epsilon d\epsilon.
\]

The sum over \( \alpha(\delta) \) runs over all states of the acceptor (donor). Decomposing the \( \delta \)-function as

\[
\delta(\epsilon - \epsilon_a) = \int \delta(\epsilon - e_\alpha) \delta(e_\alpha - \epsilon) d\epsilon.
\]

We arrive at the final expressions for the FRET rates, given in terms of spectral overlap integrals

\[
W_{D\rightarrow A}^{d-d} = \frac{4\pi}{3} \frac{f_d^2 f_A^2}{R^6} \int D_{\text{dip}}(\epsilon) A_{\text{dip}}(\epsilon) d\epsilon,
\]

\[
W_{D\rightarrow A}^{d-q} = \frac{8\pi}{3} \frac{f_d^2 f_A^2}{R^8} \int D_{\text{dip}}(\epsilon) A_{\text{quad}}(\epsilon) d\epsilon,
\]

where the emission \( (D) \) and absorption \( (A) \) spectral functions are

\[
D_{\text{dip}}(\epsilon) = \sum_\delta \rho(\delta) d^2\mathbf{\epsilon} \delta(\epsilon - \epsilon_d),
\]

\[
A_{\text{dip}}(\epsilon) = \sum_\alpha d^2\mathbf{\epsilon} \delta(\epsilon - \epsilon_a),
\]

\[
A_{\text{quad}}(\epsilon) = \sum_\alpha \Theta^2_\alpha \delta(\epsilon - \epsilon_a).
\]

As expected, the dependence of the FRET rates on the distance between donor and acceptor is different for the dipole-dipole and dipole-quadrupole interactions. When \( R \) is large compared to the particle sizes, the dipole-dipole term dominates the overall FRET rate. The situation becomes more complicated when \( R \) is comparable to the system sizes, where a close examination of the spectral functions is required, as discussed below in Sec. IV.

The FRET rate is essentially an overlap between the spectral functions of the donor and acceptor. To make connection with measurable quantities, we note that the spectral functions are related to the absorption cross sections and the normalized emission spectra:

\[
\tilde{D}_{\text{em}}(\omega) = \frac{1}{2\pi c} \left( \frac{\omega}{c} \right)^3 D_{\text{dip}}(\omega),
\]

\[
A_{\text{dip-abs}}(\omega) = \frac{(2\pi)^2 N_A}{3000 \ln 10} \frac{\omega}{c} A_{\text{dip}}(\omega),
\]

\[
A_{\text{quad-abs}}(\omega) = \frac{(2\pi)^2 N_A}{6000 \ln 10} \frac{\omega^3}{c^3} A_{\text{quad}}(\omega),
\]

where the normalized spectrum obeys

\[
2\pi c \int \tilde{D}_{\text{em}}(2\pi c \tilde{\nu}) d\tilde{\nu} = 1
\]

and \( \tilde{\nu} \) is the inverse wavelength. For an isolated transition at \( \tilde{\nu} \), a relation between the radiative relaxation time \( \tau \) and the integrated dipole spectral function can be obtained,

\[
\frac{1}{\tau} = \frac{\phi_D}{\tau_D} = \int \frac{4\omega^3}{c^3} D_{\text{dip}}(\omega) d\omega,
\]

where \( \phi_D \) is the quantum yield and \( \tau_D \) is the total lifetime of the donor excited state. The radiative lifetime is also connected to the transition dipole moment

\[
d^2_d = \frac{\hbar}{4} \frac{\phi_D}{\tau_D (2\pi \tilde{\nu})^3}.
\]

In terms of these experimental measurable quantities, the FRET rates are given by

\[
W_{D\rightarrow A}^{d-d} = \frac{2\phi_D C_7 f_d^2 f_A^2}{3 \tau_D \epsilon_m^2} \int \tilde{D}_{\text{em}}(2\pi c \tilde{\nu}) A_{\text{dip-abs}}(2\pi c \tilde{\nu}) \frac{d\tilde{\nu}}{\tilde{\nu}^3},
\]

\[
W_{D\rightarrow A}^{d-q} = \frac{4\phi_D C_9 f_d^2 f_A^2}{\tau_D \epsilon_m^2} \int \tilde{D}_{\text{em}}(2\pi c \tilde{\nu}) A_{\text{quad-abs}}(2\pi c \tilde{\nu}) \frac{d\tilde{\nu}}{\tilde{\nu}^3},
\]

where

\[
C_7 = \frac{\hbar^2 \kappa^2}{18 \pi c^3},
\]

\[
C_9 = \frac{\hbar \kappa^2}{3 \pi c^3}.
\]
The dipole-dipole term in Eq. (2.15) is the Förster formula.16 One of the fundamental equations of Eq. (2.15) is that one can take inhomogeneous effects into account simply by using the inhomogeneous broadened spectra of the donor and acceptor.

### III. EFFECTIVE MASS MODEL

To calculate the FRET rate given by Eq. (2.15), one requires the transition multipole moments and the energy spectrum of the donor and acceptor as input. Here, we adopt the effective mass model to describe these quantities for the nanocrystal QDs. This model does not describe the excitonic fine structure and, in particular, the bright and dark states;19 however, it captures some of the spectral features of nanocrystals35–40 and facilitates the analysis of size dependence and other parameters. A more realistic treatment of the electronic structure based on a Luttinger multiband $k \cdot p$ model19,20 or on a semiempirical atomic treatment21–26 will be used for calculating the FRET rate of nanocrystals in a future publication.

#### A. The electron-hole wave functions and energies

We consider a two band (valence and conduction) system. The eigenfunctions of the holes and electrons are written as a product of an envelope function $\phi_{r,h}(r)$ and a lattice periodic function $u_{C(r)}$:  

$$
\varphi_{h}(r) = \phi_{h}(r)u_{C(r)},
$$

$$
\varphi_{e}(r) = \phi_{e}(r)u_{C(r)}.
$$  

(3.1)

The envelope functions are the zero order eigenfunctions of the electron-hole pair Hamiltonian  

$$
\hat{H} = \frac{\hbar^2}{2m_{h}} \nabla_{r}^{2} \left( \hbar^2 \right)^{2} + V_{\text{conf}}(r_{e},r_{h}) - \frac{e^{2}}{\varepsilon_{\text{QD}}|r_{e} - r_{h}|},
$$

(3.2)

where $m_{e}$ ($m_{h}$) is the electron (hole) effective mass and $\varepsilon_{\text{QD}}$ is the static dielectric constant of the nanocrystal. Note that $\varepsilon_{\text{QD}}$ is a different quantity from the real part of the optical permittivity of the QD mentioned above ($\varepsilon_{\text{QD}}$). The last term in the right hand side is the perturbation term. For a spherical quantum dot, the confinement potential is taken as 0 inside the dot and $\propto$ outside. The orthonormal envelope functions are then zero outside of the dot, and inside it are given by  

$$
\phi_{nlm}(r) = N_{n,l}|l| \left( \kappa_{n,l} \frac{r}{R_{\text{QD}}} \right) Y_{lm}(\theta,\phi), \quad r < R_{\text{QD}},
$$

(3.3)

where $Y_{lm}(\theta,\phi)$ is a spherical harmonics function, $f(x)$ is a spherical Bessel function with $\kappa_{n,l}$ its nth zero, $R_{\text{QD}}$ is the nanocrystal radius, and $N_{n,l} = \sqrt{2/R^2} (j_{n+1}(\kappa_{n,l}))^{-1}$ is the normalization constant. In this model, the envelope functions for the hole and the electron are identical (since $\kappa_{n,l}$ is independent of the effective mass). This form neglects the electron-hole pair interaction, which is included to first order in the energies only, given by  

$$
E_{nlm,n'lm'} = E_{e} + \frac{\hbar^2 \kappa_{n,l}^2}{2m_{h}R_{\text{QD}}^2} + \frac{\hbar^2 \kappa_{n,l}^2}{2m_{h}R_{\text{QD}}^2} - \frac{1.8e^{2}}{\varepsilon_{\text{QD}}R_{\text{QD}}^2}.
$$

(3.4)

Here, $E_{e}$ is the bulk band gap and the last term represents the electron-hole interaction to first order, assuming spherical symmetric wave functions for both the electron and the hole.

#### B. The transition moments

To calculate the transition moments, we mention two properties of the integrals concerning the envelope and lattice periodic functions,  

$$
\langle \phi_{l} | \phi_{h} \rangle_{\text{space}} = \Omega \sum_{l} \phi_{h}(r + L) \phi_{e}(r + L),
$$

(3.5)

$$
\langle u_{C} | u_{C} \rangle_{\text{cell}} = 0.
$$

The first approximation is a result of the slow variations of the envelope functions on a scale of $\Omega^{1/3}$, where $\Omega$ is the volume of a unit cell. The second equality is a property of the Bloch functions in the bulk.

Using Eq. (3.5), the transition dipole moment $\mathbf{d}$ is given by the product of the envelope overlap and the unit cell bulk transition dipole,  

$$
\mathbf{d} = e \int_{\text{space}} \varphi_{h}(r) \varphi_{e}(r) d^{3}r
$$

$$
= \langle \phi_{l} | \phi_{h} \rangle_{e} \frac{e}{\Omega} \int_{\Omega} u_{C}(r) u_{C}(r) d^{3}r.
$$

(3.6)

Within the simple effective mass model and infinite confinement potential, the overlap between the electron and hole wave functions is $\langle \phi_{l} | \phi_{h} \rangle_{e} = \delta_{lh}$ since $\phi_{l}$ and $\phi_{h}$ are independent of the effective mass of the electron and hole. This implies that dipole allowed transitions occur only when $n = n'$, $l = l'$, and $m = m'$, i.e., from the ground state to $1S_{e} - 1S_{h}$, $1P_{e} - 1P_{h}$, etc. In this case,  

$$
\mathbf{d} = \frac{e}{\Omega} \langle u_{C} | u_{C} \rangle_{\Omega} \delta_{eh} = \mathbf{d}_{eh}.
$$

(3.7)

where $\mathbf{d}_{eh}$ is the bulk transition dipole moment. The transition dipole moment is essentially equal to the transition dipole moment of the bulk unit cell and is independent of the size of the nanocrystal QD.30

We note in passing that for a finite confinement potential,41 or when the electron and hole interactions are treated exactly,38 for a more elaborate model,19,42,43 one needs to calculate the envelope overlap which may depend on the nanocrystal’s effective masses and size.

The quadrupole transition moment involves the bilinear product $\Theta = e r \tilde{r}$, which is given by the integral

$$
\int_{\Omega} \varphi_{h}(r) \varphi_{e}(r) d^{3}r
$$

$$
= \langle \phi_{l} | \phi_{h} \rangle_{e} \frac{e}{\Omega} \int_{\Omega} u_{C}(r) u_{C}(r) d^{3}r.
$$

(3.6)
\( (\hat{\Theta})_{he} = e \sum L \int_{\Omega} \phi_h(\mathbf{r} + \mathbf{L})u_v(\mathbf{r})(\mathbf{r} + \mathbf{L})(\mathbf{r} + \mathbf{L})^T \phi_e \times (\mathbf{r} + \mathbf{L})u_c(\mathbf{r})d^3r. \) \tag{3.8}

It decomposes into four contributions:

\[
(\hat{\Theta})_{he} = e \sum L \int_{\Omega} \phi_h(\mathbf{r} + \mathbf{L})u_v(\mathbf{r})\mathbf{r}\mathbf{r}^T \phi_e(\mathbf{r} + \mathbf{L})u_c(\mathbf{r})d^3r \\
+ e \sum L \int_{\Omega} \phi_h(\mathbf{r} + \mathbf{L})u_v(\mathbf{r})\mathbf{r}\mathbf{L}^T \phi_e(\mathbf{r} + \mathbf{L})u_c(\mathbf{r})d^3r \\
+ e \sum L \int_{\Omega} \phi_h(\mathbf{r} + \mathbf{L})u_v(\mathbf{r})\mathbf{L}\mathbf{r}^T \phi_e(\mathbf{r} + \mathbf{L})u_c(\mathbf{r})d^3r \\
+ e \sum L \mathbf{L}\mathbf{L}^T \int_{\Omega} \phi_h(\mathbf{r} + \mathbf{L})u_v(\mathbf{r})\phi_e(\mathbf{r} + \mathbf{L})u_c(\mathbf{r})d^3r.
\tag{3.9}
\]

The first term involves the unit cell transition quadrupole which does not depend on the QD size and, is therefore, neglected. The last term involves the overlap of the conduction and valence lattice periodic functions and is thus zero. Finally, the second and third terms evaluate to

\[
ed(\hat{\Theta})_{he} = d_d^z d_{env}^r + d_{env} d_h^z.
\tag{3.10}
\]

where \( d_d^z \) is defined in Eq. (3.7), \( d_{env} \) is proportional to the QD radius and is given by

\[
d_{env} = e(\phi_e | \phi_h). \tag{3.11}
\]

As far as we know, the integral in Eq. (3.11) has no exact analytical solution despite its apparent simplicity. For the \( z \) component of the envelope dipole, we found that only states with \( m=m' \) and \( l=l' \pm 1 \) are allowed. Furthermore, numerically, it is found that states with \( n=n' \) and \( n=n' \pm 1 \) have significantly higher envelope transition moment than other combinations. Thus, a reasonable approximation for the \( z \) component envelope transition moment is given by (see Appendix C for further details)

\[
\langle \phi_{h,m'n';l'} | \phi_{e,n'l'} \rangle = \frac{R_{QD}}{2} \left\{ F_{\uparrow\uparrow} \delta_{\uparrow\uparrow} \left( \delta_{n'n'} + \frac{2}{3} \delta_{n'n'+1} \right) + F_{\uparrow\downarrow} \delta_{\uparrow\downarrow} \left( \delta_{n'n'} + \frac{2}{3} \delta_{n'n'+1} \right) \right\}.
\tag{3.12}
\]

Similar results can be obtained for the \( x \) and \( y \) components with \( m=m' \pm 1 \).

\section*{C. The absorption spectral functions}

Incorporating the energy levels given by Eq. (3.4) and the selection rules for the dipole transition [Eq. (3.7)] into Eq. (2.10) the dipole spectral function is then given by

\[
A_{dip}(\varepsilon) = \frac{d^2}{\hbar^2} \sum_{nl} \delta \left[ E_g + \frac{\hbar^2 k_n^2}{2m_{QD}} - \frac{1.8e^2}{\varepsilon_{QD}^2} - \varepsilon \right] (2l + 1),
\tag{3.13}
\]

where \( \mu \) is the reduced electron-hole effective mass \((\mu^{-1} = m^{-1} + m_e^{-1})\).

In the weak confinement limit \((R_{QD} \gg a_B)\) where \( a_B = \hbar^2 / e QD / \mu e^2 \) is the Bohr radius for the electron-hole pair, we can replace the sum by an integral over the continuous spectrum of a particle in a large sphere to obtain

\[
A_{dip}(\varepsilon) \approx \frac{d^2}{3\pi \hbar^2} \frac{2\mu R_{QD}^3}{\hbar^2} \left( \varepsilon - E_g + \frac{1.8e^2}{\varepsilon_{QD}^2} \right)
\] (weak confinement).
\tag{3.14}

This result shows that the dipole spectral function scales approximately as \( R_{QD}^3 \) where \( e \approx 2.5 - 3 \), which is consistent with the experimental observation for absorption spectrum of nanocrystals QDs.

In many situations, the case of the strong confinement is more relevant as the discrete nature of the exciton states becomes important. In this limit, one is required to perform the sum given by Eq. (2.10) to calculate the dipole spectral function. Often, only very few exciton states lie within the relevant energy range and thus the sum can be represented by a small number of terms. To better represent the spectrum in this strong confinement limit, we include a line broadening of the \( \delta \)-functions by a Lorentzian profile,

\[
\delta(\varepsilon) \rightarrow \frac{1}{\pi} \frac{1}{\varepsilon - i\eta}, \tag{3.15}
\]

where \( \eta \) is the line broadening parameter. The actual value of the broadening parameter depends on the type of measurement one makes. A reasonable value for a line broadening is \( \eta = 0.15 \text{ eV} \).

In Fig. 2, we plot the dipole absorption spectrum as given by the combination of Eqs. (2.11) and (3.13) of a CdSe nanocrystal in the strong (upper panel, \( R_{QD} = 2 \text{ nm} \)) and weak (lower panel, \( R_{QD} = 5 \text{ nm} \)) confinement limits. In the strong confinement limit, we find that the lowest transition observed is to the \( 1S_{c} - 1S_{e} \) exciton state at 2.5 eV, followed by the transition to the \( 1P_{c} - 1P_{e} \) state at 3.3 eV. In the lower panel of Fig. 2, we compare the exact numerical result given by Eq. (3.13) to the weak confinement limit approximation of Eq. (3.14). For the relevant energy regime, the approximation captures the essential behavior of the spectrum.

The quadrupole spectral function is obtained by incorporating the energy levels given by Eq. (3.4) and the selection rules for the quadrupole transition given by Eq. (3.10) into Eq. (2.10). For simplicity, we consider only the \( zz \) component of the quadrupole moment. Using Eq. (3.10) with Eq. (3.12), we obtain the following equations after some algebra:
Thus, the broadened ratio between quadrupole allowed transitions is small and

\[ A_{\text{qd}}(\varepsilon) = \frac{1}{3} (R_{\text{QD}} d_B)^2 \sum_{nl} (l + 1) \left( \delta(\Delta E_{nl}^{(l+1)} - \varepsilon) + \frac{4}{9} \delta(\Delta E_{nl}^{(l+1)} - \varepsilon) + \frac{4}{9} \delta(\Delta E_{nl}^{(l+1)} - \varepsilon) \right), \]  

(3.16)

where

\[ \Delta E_{nl}^{(l+1)} = E_\varepsilon - \frac{1.8\varepsilon^2}{\varepsilon_{\text{QD}} R_{\text{QD}}} + \frac{\hbar^2}{2\mu R_{\text{QD}}^2} \left( \frac{\gamma^2 - 2\alpha^2 + \gamma^2}{1 + \gamma} \right), \]  

(3.17)

and \( \gamma = m_e/m_h \). In deriving Eq. (3.16), we have also used the relations \( \sum_{m=-l}^{l} F_m^2 = l/3 \) and \( \sum_{m=-l}^{l} F_m^{2(l+1)} = l + 1/3 \).

In the weak confinement limit, we assume that the separation between quadrupole allowed transitions is small and thus the broadened \( \delta \)-functions in Eq. (3.16) are nearly overlapping. This leads to a simplified expression for the quadrupole spectrum given by

\[ A_{\text{qd}}(\varepsilon) \approx \frac{1}{2} R_{\text{QD}} A_{\text{dip}}(\varepsilon) \]

(weak confinement).

\[ A_{\text{qd}}(\varepsilon) \approx \frac{d_B^2 \mu}{3\pi \hbar^2 R_{\text{QD}}} \sqrt{\frac{2\mu}{\hbar^2} \left( \varepsilon - \frac{1.8\varepsilon^2}{\varepsilon_{\text{QD}} R_{\text{QD}}} \right)}, \]  

(3.18)

In Fig. 3, we plot the quadrupole absorption spectrum as given by the combination of Eqs. (2.11) and (3.16) for the same CdSe nanocrystal described above. In the strong confinement limit, we find that the lowest transition observed is to the 1S\( e^- \)-1P\( h \) exciton state at 2.7 eV, followed by the transition to the 1P\( e^- \)-1S\( h \) exciton state at 3.1 eV and another transition to the 1P\( e^- \)-1D\( h \) exciton state at 3.5 eV.

In the weak confinement limit, we find that the quadrupole oscillator strength is much larger than the corresponding dipole oscillator strength and is QD-size dependent. This can be attributed to the different way the matrix elements depend on the QD radius, \( R_{\text{QD}} \). The dipole transition moment is proportional to the overlap of the envelope functions, which is independent of \( R_{\text{QD}} \), while the transition quadrupole moment is proportional to the envelope transition dipole \( d_{\text{env}} \) [see Eq. (3.12)] which scales linearly with \( R_{\text{QD}} \). The absorption spectra depend on the square of these transition moments and, therefore, the quadrupole transition elements are larger by about a factor of \( R_{\text{QD}}^2 \).

**IV. FRET RATE BETWEEN QUANTUM DOTS**

Explicit expressions for the FRET rate between QDs, involving the d-d and d-q contributions can be derived now. The donor-related quantities will be denoted by index D and those of the acceptor by A. The radii of the QDs are \( R_{\text{QD,D}} \) (\( i=D, A \), respectively, and the average diameter is \( D=R_{\text{QD,A}}+R_{\text{QD,D}} \). The donor emits from the lowest excitonic state in this model, which is the 1S\( e^- \)-1S\( h \) exciton with energy.
For FRET, this requires that the lowest excitonic states of the acceptor are of lower energy than those of the donor. We further assume that the emission spectrum of the donor is relatively narrow around this transition. From Eq. (2.15), we can obtain

$$W_{D-A}^{d-d} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{2\pi^3 C_2^2 f_1^2 f_1^2 f_1^2 f_1^2 A_{\text{dip-quad}}(2\pi \nu_{0,D})}{e_m^2 \nu_{0,D}} \right) \frac{R_{\text{QD-D}}^3}{D^6(1+r/D)^6},$$

(4.2)

where $r$ is the distance from the surface of the donor to the surface of the acceptor. Note that in our model, the quantity $\phi_D/\tau_D(2\pi \nu_{0,D})^3$ is independent of the QD size [Eq. (2.14)].

In the strong confinement, we use Eq. (3.13) combined with Eq. (2.11) for the acceptor to obtain the FRET rate. In the weak confinement limit, for the acceptor ($R_{\text{QD-A}} \gg D_r$, where $\mu_A = \hbar^2 e_{\text{QD-A}}/\mu_A e^2$ is the Bohr radius for the electron-hole pair of the acceptor), we use equation (3.14) and obtain

$$W_{D-A}^{d-d} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{\mu_A e^2}{\hbar^2} \right)^2 \frac{e_m^2}{\nu_{0,D}} \frac{R_{\text{QD-A}}^4}{D^6(1+r/D)^6} \times \frac{2\mu_A}{\hbar^2} \left( \frac{\hbar c \nu_{0,D} - E_{\text{F-A}} + \frac{1.8e^2}{e_{\text{QD-A}} R_{\text{QD-A}}}}{\nu_{0,D}} \right).$$

(4.3)

In the case where the two QDs differ only with respect to the size, one can simplify the above equation. The square root becomes

$$\sqrt{\frac{\tau_D^2 R_{\text{QD-D}} + 2\mu_A 1.8e^2}{\hbar^2 e_{\text{QD-D}} R_{\text{QD-D}}^2 R_{\text{QD-D}}^2}}.$$ 

Assuming that one can neglect the second term relative to the confinement term, we find it is equal to $\tau_D/R_{\text{QD-D}}$, so that

$$W_{D-A}^{d-d} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{\mu_A e^2}{\hbar^2} \right)^2 \frac{e_m^2}{\nu_{0,D}} \frac{R_{\text{QD-A}}^4}{D^6(1+r/D)^6} \times \frac{2\mu_A}{\hbar^2} \left( \frac{\hbar c \nu_{0,D} - E_{\text{F-A}} + \frac{1.8e^2}{e_{\text{QD-A}} R_{\text{QD-A}}}}{\nu_{0,D}} \right).$$

(4.4)

Finally, we obtain the FRET rate in the weak confinement limit when the two QDs are made of the same material (but possibly different radii)

$$W_{D-A}^{d-d} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{\mu_A e^2}{\hbar^2} \right)^2 \frac{e_m^2}{\nu_{0,D}} \frac{R_{\text{QD-A}}^4}{D^6(1+r/D)^6} \times \frac{2\mu_A}{\hbar^2} \left( \frac{\hbar c \nu_{0,D} - E_{\text{F-A}} + \frac{1.8e^2}{e_{\text{QD-A}} R_{\text{QD-A}}}}{\nu_{0,D}} \right).$$

(4.5)

We now consider the FRET rate due to dipole-quadrupole coupling using the same assumptions as for the dipole-dipole coupling for the donor. From Eq. (2.15), we can obtain

$$W_{D-A}^{d-q} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{\mu_A e^2}{\hbar^2} \right)^2 \frac{e_m^2}{\nu_{0,D}} \frac{A_{\text{quad}}(2\pi \nu_{0,D})}{D^6(1+r/D)^6}.$$ 

(4.6)

In the strong confinement limit, the quadrupole absorption cross section is given in Eqs. (2.11) and (3.16). Simplification can be obtained if the acceptor is weakly confined. Then, Eq. (3.18) can be used to obtain

$$W_{D-A}^{d-q} = \frac{2}{3} \frac{\phi_D}{\tau_D(2\pi \nu_{0,D})^3} \left( \frac{\mu_A e^2}{\hbar^2} \right)^2 \frac{e_m^2}{\nu_{0,D}} \frac{A_{\text{quad}}(2\pi \nu_{0,D})}{D^6(1+r/D)^6}.$$ 

(4.7)

V. APPLICATIONS

We now discuss the specific applications of the theory developed above. We calculate the FRET rate in the usual dipole-dipole approximation and then consider the correction due to dipole-quadrupole coupling. Furthermore, within the simple effective mass approximation adopted here for the nanocrystal electronic structure, the fluorescence from ground excitonic state is quadrupole forbidden (dipole allowed), and thus, the quadrupole energy transition is only considered for the nanocrystal acceptor.

In Fig. 4, we plot the FRET rate between two CdSe QDs in the strong and weak confinement limits for the acceptor QD. We observe that in both cases even at contact the contribution of the dipole-dipole ($d-d$) term is larger than that of the dipole-quadrupole ($d-q$) term. However, the latter is not negligible at contact and decays faster as the separation $r$ is increased. In the results shown here, we assumed that the
optical permittivity of the surrounding medium is $\varepsilon_m = 1$. $\varepsilon_m$ affects the FRET rate mostly as a scaling factor ($\varepsilon_m^2$) as evident from Eqs. (4.4) and (4.6), although there is also a weak dependence of $f_r$ on $\varepsilon_m$.

The dependence of the FRET rates on the size of the QDs at the contact limit (the two QDs are nearly touching) is studied in Fig. 5 (note that the acceptor radius must be larger than that of the donor in order for the donor emission line to overlap the absorption spectrum of the acceptor). The most important features are as follows: (a) The $d$-$d$ contribution to the FRET rate [Eq. (4.2)] is larger than the $d$-$q$ term [Eq. (4.8)] for all cases studied. (b) The FRET rate sharply decreases as the donor size increases since the separation between the QD centers, about which the multipole expansion is carried out, increases.

As the size of the acceptor increases, the contribution of the $d$-$d$ term becomes comparable to the $d$-$q$ term. This can be analyzed within the weak confinement limit where one can derive a simple relation between the $d$-$d$ and the $d$-$q$ contributions to the rate [see Eqs. (4.5) and (4.8)],

$$\frac{W^{d-d}}{W^{d-q}} = \frac{6}{25} \left( \frac{2\varepsilon_{QD} + 3\varepsilon_m}{\varepsilon_{QD} + 2\varepsilon_m} \frac{D + r}{R_{QD-A}} \right)^2. \quad (5.1)$$

This ratio weakly depends on $\varepsilon_{QD}$ and more prominently on the radii of the two QDs. It does not depend on the band gap nor on the effective masses of the QDs. Thus, the ratio is expected to be a universal quantity. Analyzing this relation, we observe that at contact, the ratio varies between $\frac{1}{2}$ (when $\varepsilon_m \gg \varepsilon_{QD}$) and close to 1 (when $\varepsilon_m \ll \varepsilon_{QD}$) for a large acceptor, indeed, as observed in Fig. 5. In addition, as the separation $r$ is increased, we find from Eq. (5.1) that the $d$-$d$ term becomes more dominant.

An interesting feature of small QDs is the existence of a structure in the $d$-$d$ and $d$-$q$ contributions to the FRET rate as a function of the acceptor size. The peaks correspond to resonances between the emission lines of the donor and absorption lines of the acceptor, whose positions vary with the QD size. The structure is washed out as the acceptor approaches its weak confinement limit due to the larger density of states at energies corresponding to the emitting donor. As can be seen in the figure, the structure is considerably more pronounced in the $d$-$d$ than in the $d$-$q$ contributions. This can be traced to the more structured dipole absorption spectra (Fig. 2) compared to that of the quadrupole (Fig. 3).

In Fig. 6, we study the effect of the electron and hole mass ratios of the acceptor on the FRET rate. Physically, this parameter is not adjustable (although one can affect it by changing the QD material). However, it is instructive to determine the way it can potentially affect the rate. The results shown in Fig. 6 are for CdSe nanocrystals with fictitious electron and hole masses. We modify the mass ratio by either changing $m_{hA}$ holding $m_{eA}$ fixed or vice versa. The effective mass changes in each of the two cases, according to the following formula:

$$\mu_A = m_{hA} \frac{1}{1 + \gamma_A} = m_{eA} \frac{1}{1 + \gamma_A}. \quad (5.2)$$

When the electron mass is kept constant, the increase in $\gamma_A$ causes a decrease in the effective mass and the FRET rate decreases (because the density of states decreases due to increased confinement). When the mass of the hole is held constant, the effective mass increases with the growing $\gamma_A$, and the FRET rate grows. Comparing the results, we find that the overall FRET rate is larger when the electron mass is varied. This is due to the fact that the corresponding mass of the hole is relatively large, giving rise to smaller confinement effects. While for the case that the hole mass is varied, the
result, the energy and out of resonance with that of the donor. As a lowersh and eventually enters into resonance with that of the acceptor QD, we find that with acceptor sizes around a relatively narrow re- pair of semiconducting nanocrystal QDs. We considered two lines of the acceptor enter the emission window of the donor. 

As the effective mass is varied, different absorption rates is characterized by a resonant structure, signifying once again the resonances between the emission line and the ab- sorption. As the effective mass is varied, different absorption lines of the acceptor enter the emission window of the donor.

An interesting question is whether the d-d contribution to the FRET rate is always larger than the d-q contribution. Since the selection rules for absorption within the dipole and quadrupole approximations are different, one can envision a situation where the donor emission line aligns with a d-q allowed transition and much less so with a d-d allowed one for a certain acceptor size. For realistic broadenings, this does not usually happen. However, this becomes possible if one considers much narrower absorption linewidths, a situation that might be achievable when appropriate size selection and surface control are achieved. In Fig. 7, we show an example of such occurrence. We considered two CdSe QDs with a donor of 2 nm radius. When the width parameter is small enough, namely, $\eta=0.05$ eV in Eq. (3.15) is used, we find that with acceptor sizes around a relatively narrow region slightly above 2 nm, the d-q contribution exceeds that of the d-d contribution. We can explain the behavior seen in the figure as follows. When the two dons are of the same size (2 nm) the d-d contribution is large because both have the $1S_e\rightarrow1S_h$ exciton transition in full resonance. However, as the acceptor size grows, its $1S_e\rightarrow1S_h$ exciton line sharply falls in energy and out of resonance with that of the donor. As a result, the d-d coupling significantly diminishes. As the size of the acceptor grows further, its $1S_e\rightarrow1P_h$ exciton line also lowers and eventually enters into resonance with that of the donor $1S_e\rightarrow1S_h$ line. This causes a strong d-q coupling which can slightly exceed that of the d-d coupling, as seen in the figure.

**VII. SUMMARY AND DISCUSSION**

In this article, we have studied the FRET rate between a pair of semiconducting nanocrystal QDs. We considered two types of donor-acceptor couplings for the FRET rate: the dipole-dipole (d-d) and the dipole-quadrupole (d-q) coupling. Using an extended Förster theory given by Eq. (2.15), we derived equations for the d-d [Eq. (4.2)] and d-q [Eq. (4.6)] FRET rate between QDs as a function of their separation. This was derived assuming that the donor emission line is narrow. All one needs to know in order to use these equations is the size of the QDs, the dipole and quadrupole absorption spectra of the acceptor, the radiative lifetime and the lowest exciton energy of the donor, the optical permittivity of the QDs, and the optical permittivity of the surrounding medium.

In order to use these equations in a theoretical setting, we have adopted the effective mass model to derive expressions for the measureable quantities as a function of the QD distance and in terms of their physical properties (size, fundamental gap, effective mass, exciton radius, and optical per- mittivity). This allowed us to delineate the various factors that govern the FRET rate. We have also considered the weak confinement limit, where the expressions can be further simplified and the FRET rates are given by Eq. (4.5) (d-d contribution) and Eq. (4.8) (d-q contribution). Our major conclusions are summarized as follows.

1. The d-d contribution to the FRET rate decays as $R^{-6}$ (where $R$ is the QD center-center separation) and is almost always larger than that of the d-q contribution which decays faster (decays as $R^{-8}$). Nevertheless, the latter is not negligible at short QD separations and must be taken into account for a quantitative description.

2. The difference in the scaling of the d-d and d-q contributions to the FRET rate is quite difficult to experimentally detect. Thus, in many cases, an “effective” d-d term can be used to describe the overall FRET rate.

3. In certain cases, when the spectral lines are narrow, the d-q contribution to the FRET rate may become even larger than the d-d contribution for certain QD sizes. This effect is due to sharp resonances.

4. In small QDs (size small compared to their exciton Bohr radius), we find a strong dependence of the FRET rate on the size. This is caused by the sensitivity of the spectral overlaps to the confinement.

5. The effect of the optical permittivity of the dots is relatively weak compared to the effect of the dielectric medium of the surrounding on the FRET rate.

6. The effective masses can affect the FRET rates considerably mainly by changing the density of states (i.e., the spectral overlap).

We believe that the results presented in this work provide a qualitative picture of the FRET behavior of nanocrystal QDs. Future work will attempt to extend the theory in several directions so that more quantitative features can be addressed. More accurate treatments of the electronic structure can be used, such as the finite confining potential, including more than two bands and coupling between the different bands, etc. In addition, we will employ an atomistic description of the QD electronic structure based on a semi-empirical method.
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APPENDIX A: LOCAL FIELD CORRECTION FACTOR

In this appendix, we describe the electrostatics of charge distribution moments in dielectric spheres. As mentioned above, the final result can be used for describing electromagnetic couplings for energy transfer processes by replacing the dielectric constants with optical permittivity.

Let us consider a point charge \( q \) located at position \( s \) inside a sphere (QD) of dielectric constant \( \varepsilon_{\text{QD}} \) of radius \( R_{\text{QD}} \) surrounded by a medium of dielectric constant \( \varepsilon_m \). At the end of the analysis, one has to replace the dielectric constants with the corresponding optical permittivity. The electric potential at position \( r \) outside of the QD is

\[
V(r; s) = \frac{q}{\varepsilon_{\text{QD}}} \left( \frac{1}{|r - s|} + \frac{1}{\varepsilon_m} \sum_{\ell=0}^{\infty} g_\ell \left( \frac{r}{s} \right) P_\ell(\cos \theta) \right),
\]

where

\[
g_\ell = \frac{(\ell + 1)\left( \frac{\varepsilon_{\text{QD}}}{\varepsilon_m} - 1 \right)}{\ell \left( \frac{\varepsilon_{\text{QD}}}{\varepsilon_m} + 1 \right) + 1}.
\]

This potential includes a Coulomb term and a correction term, which account for \( \varepsilon_m \neq \varepsilon_{\text{QD}} \). By expanding the Coulomb term in a multipole series, \( 1/|r-s|=\left(q/r\right)\sum_{\ell=0}(s/r)^\ell P_\ell(\cos \theta) \), and by combining it with the correction series

\[
V(r; s) = \frac{q}{\varepsilon_m} \sum_{\ell=0}^{\infty} f_\ell \left( \frac{\varepsilon_m}{\varepsilon_{\text{QD}}} \right) \left( \frac{s}{r} \right) P_\ell(\cos \theta), \quad r > R_{\text{QD}}.
\]

The effect of the QD is to augment the \( \ell \)th pole by a local field factor

\[
f_\ell(x) = \frac{2\ell + 1}{(x + 1)\ell + 1}.
\]

Interestingly, aside from the requirement that \( r > R_{\text{QD}} \), the result [Eq. (A3)] is not dependent explicitly on the size of the QD. Now consider a dipole \( (\ell = 1) \), a quadrupole \( (\ell = 2) \), or any multipole of order \( \ell \) located at the center of the QD. It is easily seen that Eq. (A3) implies that outside the dot, the electric potential field is that of a multipole \( \ell \) in a homogeneous medium \( \varepsilon_m \). The effect of the QD is solely in screening (or descreening) the multipole moment by the field factor \( f_\ell(\varepsilon_{\text{QD}}/\varepsilon_m) \). This result simplifies considerably the treatment of the screening effects.

Now consider the case where we have two dipoles inside two different QDs (with dielectric constants \( \varepsilon_{\text{QD},1} \) and \( \varepsilon_{\text{QD},2} \) ) embedded in a medium of dielectric constant \( \varepsilon_m \). In principle, one must solve the corresponding Poisson equation with the proper boundary conditions. The discussion above, however, suggests the following reasonable and simple approximation: the only effect of the dielectric constant is in its screening of the corresponding multipoles. Thus, under this approximation, the dipole-dipole coupling [Eq. (2.3)] needs only to be multiplied by the two local field factors,

\[
V_{ij} \rightarrow V_{ij} f_1(\varepsilon_{\text{QD},1}/\varepsilon_m) f_1(\varepsilon_{\text{QD},2}/\varepsilon_m).
\]

APPENDIX B: ORIENTATION AVERAGING

Averaging of the FRET rate over random orientations requires computing the average of the square of the coupling matrix \( |V_{ij}|^2 \). For the dipole-dipole coupling, we have, using Eq. (2.3),

\[
\langle |V_{ij}|^2 \rangle = C \left( \cos \theta_{\alpha\delta} - 3 \cos \theta_{\alpha} \cos \theta_{\delta} \right)^2
\]

\[
= C \left( \cos^2 \theta_{\alpha\delta} - 6 \cos \theta_{\alpha} \cos \theta_{\delta} \cos \theta_{\alpha\delta} \right) + 9 \sin^2 \theta_{\delta} \left( \cos^2 \theta_{\delta} \right),
\]

where \( C = (d^4/\varepsilon_m R^2)^2 \). Using the following averages,
\[
\langle \sin \theta \rangle = \frac{\pi}{4}, \quad \langle \cos \theta \rangle = 0, \quad \langle \cos^2 \phi \rangle = \frac{1}{2}, \quad \langle \sin^2 \phi \rangle = \frac{1}{2},
\]
\[
\langle \sin^2 \theta \rangle = \frac{2}{3}, \quad \langle \cos^2 \theta \rangle = \frac{1}{3}, \quad \langle \cos^4 \theta \rangle = \frac{1}{5}, \quad \langle \sin^2 \theta \rangle = \frac{8}{15}
\]  
(B2)

we obtain
\[
\langle \cos^2 \theta_{\alpha\delta} \rangle = \frac{1}{3}, \quad \langle \cos \theta_{\alpha\delta} \cos \theta_{\alpha} \cos \theta_{\phi} \rangle = \frac{1}{5},
\]  
(B3)

and thus evaluate
\[
\langle |V_{ij}^{\ell \rightarrow \ell'}|^2 \rangle = \frac{2}{3} \left( \frac{d^3 \Phi^{\text{bulk}}}{e_m R^2} \right)^2.
\]  
(B4)

As for averaging the dipole-quadrupole interaction in Eq. (2.4), using the same reasoning and Eqs. (B2), it is straightforward to obtain
\[
\langle |V_{ij}^{\ell \rightarrow \ell'}|^2 \rangle = \frac{2}{3} \left( \frac{|m| \Phi^{\text{bulk}}}{e_m R^2} \right)^2.
\]  
(B5)

**APPENDIX C: THE ENVELOPE TRANSITION DIPOLE MOMENT**

We consider the envelope transition dipole moment
\[
\langle \phi_{n,n',l} | \phi_{n,n',l'} \rangle = N_{n,n',l} \int_0^{R_{QD}} r^3 j_l \left( \kappa_n, \frac{r}{R_{QD}} \right) j_{l'} \left( \kappa_{n'}, \frac{r}{R_{QD}} \right) dr
\]
\[
\times \sin \theta d\theta d\phi \cos \theta Y_{l m} (\theta, \phi) Y_{l'm'} (\theta, \phi),
\]  
(C1)

where
\[
N_{n,l} = \sqrt{\frac{2}{R^2} (j_{l+1}(\kappa))^2}
\]  
(C2)

is the normalization constant. Moreover, the spherical harmonics are
\[
Y_{l m} (\theta, \phi) = \sqrt{\frac{1}{2 \pi} \frac{(l+m)!}{(2l+1)!}} P^m_l (\cos \theta) e^{im\phi},
\]  
(C3)

where \( P^m_l (x) \) are the associated Legendre functions. The angular part gives the selection rules, \( l \rightarrow l' \pm 1 \) and \( m \rightarrow m' \pm 1 \). For the \( z \) component, the \( m \rightarrow m' \) condition prevails, and using the following relation between Legendre functions:
\[
(l+1-m)P^m_{l+1}(x) + (l+m)P^m_{l-1}(x) = 2(l+1)xP^m_l(x),
\]  
(C4)

we obtain after some algebra
\[
\int_{-1}^{1} P^m_l(x) P^m_{l'}(x) dx = \delta_{ll'},
\]
where
\[
F_{n,n',l} = \sqrt{\frac{(l+m)(l-m)}{(2l+1)(2l'-1)}}.
\]  
(C6)

For the radial part
\[
N_{n,n',l} \int_0^{R_{QD}} r^3 j_l \left( \kappa_n, \frac{r}{R_{QD}} \right) j_{l'} \left( \kappa_{n'}, \frac{r}{R_{QD}} \right) dr
\]
\[
= \frac{2R_{QD}}{j_{l+1}(\kappa_n) j_{l+1}(\kappa_{n'})} \int_{-1}^{1} x^3 j_l(\kappa_n x) j_{l'}(\kappa_{n'} x) dx
\]
\[
= \frac{R_{QD}}{6} \begin{cases} 
3, & n = n', l' = l + 1 \\
2, & n = n + 1, l' = l + 1 \\
0, & \text{otherwise}. 
\end{cases}
\]  
(C7)

The last part of the expression is an approximation to the exact numerical result. We find that elements with \( n-n' > 1 \) are smaller by an order of magnitude or more and can be neglected.