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I. LINE-SHAPE CALCULATIONS

A. Formalism

This section sketches the theoretical formalism of the line-shape calculations used in this work. For an introduction as well as for a more extensive discussion and a derivation of the theoretical framework, the reader is referred to Ref. 1, 2.

The collision-induced absorption coefficient at angular frequency \( \omega \) and temperature \( T \) is given by

\[
\alpha(\omega, T) = \frac{4\pi^2}{3hc} \omega \left[ 1 - \exp \left( -\frac{\hbar \omega}{k_B T} \right) \right] V g(\omega, T),
\]

with the spectral density in first-order perturbation theory

\[
g(\omega, T) = \sum_i \sum_f P^{(i)}(T) |\langle f | \hat{\mu} | i \rangle|^2 \delta(\omega_f - \omega_i - \omega).
\]

In the above, \( \hbar \) is the reduced Planck constant, \( c \) is the speed of light, \( V \) is the volume of the absorbing gas, and \( k_B \) is the Boltzmann constant. The states \( |i\rangle \) and \( |f\rangle \) represent the initial and final states, with energies \( \hbar \omega_i \) and \( \hbar \omega_f \), and \( P^{(i)}(T) \) represents the thermal population of the initial state.

The formalism for evaluating Eqs. (1) and (2) consists of the following steps:

1. The states \( |i\rangle \) and \( |f\rangle \) are obtained from scattering calculations. For numerically exact results, this amounts to converged coupled-channels calculations.

2. The dipole overlap between these states, \( \langle f | \hat{\mu} | i \rangle \), is calculated.

3. The above is repeated for all states \( |i\rangle \) and \( |f\rangle \) required to accurately calculate the thermal average implied by Eq. (2), and for a sufficiently dense grid in the photon frequencies, \( \omega \).

The scattering calculations require diabatic potential energy surfaces for the ground and electronically-excited states, as well as diabatic transition dipole moment surfaces. These are obtained from \textit{ab initio} electronic structure calculations, see Sec. I B.

It is useful to represent the orientation dependence of the diabatic potential energy and
dipole moment surfaces as the following angular expansions. For the potentials

\[ \hat{V}(r_A, r_B, R) = \sum_{L_A, L_B, L} V_{L_A, L_B, L}(r_A, r_B, R) \]

\[ \times \sum_{M_A, M_B, M} \langle L_A M_A L_B M_B | L M, L, -M | 00 \rangle \]

\[ \times D_{L_A, L_B, L}^{(L)}(r_A) D_{L_B, L}^{(L)}(r_B) C_{L, -M}(R), \]

(3)

and for the dipole moment surfaces

\[ \hat{\mu}_\nu(r_A, r_B, R) = \sum_{L_A, L_B, \lambda, L} \mathcal{D}_{L_A, L_B, \lambda, L}(r_A, r_B, R) \]

\[ \times \sum_{M_A, M_B, \mu, M} \langle L_A M_A L_B M_B | \lambda \mu | 1 \nu \rangle \]

\[ \times D_{M_A, K_A}^{(L_A)}(r_A) D_{M_B, K_B}^{(L_B)}(r_B) C_{L, M}(R). \]

(4)

In the above, the vectors \( r_A \) and \( r_B \) denote the lengths and orientations of the monomer bonds, \( R \) denotes the intermolecular axis, \( D_{L, K}^{(L)}(r) \) is a Wigner \( D \)-matrix element depending on the polar angles of the vector \( r \), with \( zyz \) Euler angles \((\phi, \theta, 0)\), similarly \( C_{L, M}(R) \) is a Racah-normalized spherical harmonic, and \( \langle j_1 m_1 j_2 m_2 | j_3 m_3 \rangle \) is a Clebsch-Gordan coefficient. The labels \( \{L_A, L_B, \lambda, L\} \) enumerate the different angular components, and \( V_{L_A, L_B, L}(r_A, r_B, R) \) or \( \mathcal{D}_{L_A, L_B, \lambda, L}(r_A, r_B, R) \) are the corresponding expansion coefficients that, in general, depend on the monomer bond lengths \( r_A, r_B \), and the intermolecular distance, \( R \). For brevity of notation, we have suppressed the dependence on the diabatic electronic states involved, which also determines the value of \( K_A \) and \( K_B \), symmetry restrictions, and the ranges of \( L_A, L_B, \lambda \) and \( L \). The reader is referred to Ref.\(^1\)\(^2\) for more details.

To the best of our knowledge, numerically exact line-shape calculations for bi-molecular collisions as sketched above have only been performed for \( H_2 - H_2 \).\(^3\)\(^4\) For heavier diatomic molecules, the coupled-channels calculations at energies required to calculate thermal averages at any temperature of interest rapidly become prohibitively expensive. The roto-translational spectra of \( N_2 - N_2 \) have been calculated in a helicity-decoupling or coupled-states approximation,\(^5\) but otherwise spectra have been computed either using classical formalisms,\(^6\)\(^7\) or using the isotropic interaction approximation.\(^8\)

To the best of our knowledge, line-shape calculations for electronic transitions in bi-molecular collisions have not before been attempted. We note that in an accurate coupled-
channels treatment of electronic excitations in O$_2$ – O$_2$, the degeneracy of the excited electronic states further increases the computational cost. For transitions to O$_2$(a$^1\Delta_g$) + O$_2$(X$^3\Sigma_g^-$) and O$_2$(b$^1\Sigma_g^+$)+O$_2$(X$^3\Sigma_g^-$), this degeneracy increases the dimension of the channel basis four-fold and two-fold, respectively. Combined with the $N^3$ scaling of the computational effort of coupled-channels calculations, where $N$ is the dimension of the basis set, this leads to 64 and 8-fold increases in computational cost, compared to calculations for roto-translational spectra. Therefore, we restrict ourselves to calculations in the isotropic interaction approximation, which is commonly used for roto-translational and vibrational transitions.

In the isotropic interaction approximation, the potential is replaced by its angular average. This is accomplished by removing all terms with $L_X > 0$, $X = A, B$, from Eq. (3). No approximation to the dipole surface of Eq. (4) is made. In this approximation, the radial and angular degrees of freedom are separable, such that the scattering wavefunction can be written as the product of roto-vibronic monomer wavefunctions for both molecules, $|\psi_A\rangle$ and $|\psi_B\rangle$, and angular momentum ket $|\ell m_\ell\rangle$ describing the end-over-end rotation, and a radial wavefunction, $U_{\ell}^{|\psi_A\rangle,|\psi_B\rangle}(R)$,

$$|i\rangle, |f\rangle \rightarrow |\psi_A\rangle|\psi_B\rangle|\ell m_\ell\rangle U_{\ell}^{|\psi_A\rangle,|\psi_B\rangle}(R).$$ (5)

The radial wavefunction is calculated numerically in computationally-inexpensive single-channel scattering calculations. The angular degrees of freedom can be treated analytically, as is shown in Ref. where we have generalized this theory to treat electronic transitions.

This leads to expressions for the spectral density of the following form

$$V g(\omega) = \sum_{L_A,L_B,\lambda,L} \sum_{N_A,N_B,N_A',N_B'} P_{N_A} P_{N_B} \frac{(1)(N_A')(N_B')(N_B')}{(L_A)(L_B)(L)} \times \left( \begin{array}{cccc} N_A & L_A & N_A' & L_A' \\ \Lambda_A & K_A & -N_A' & \Lambda_A' \end{array} \right)^2 \left( \begin{array}{cccc} N_B & L_B & N_B' & L_B' \\ \Lambda_B & K_B & -N_B' & \Lambda_B' \end{array} \right)^2 V G_{L_A,L_B,\lambda,L}(\omega - \omega_0 - \omega_{\text{rot}}),$$ (6)

where the quantity in round brackets is a Wigner 3-$jm$ symbol, the short-hand notation $(j) = 2j + 1$, and $V G(\omega)$ is a translational profile, which is discussed below. We note that, again, the notation for the diabatic electronic states is implicit. Equation (6) is further modified depending on the degeneracy and symmetry of the initial and final states, and depending on the underlying absorption mechanism, see Ref. for a detailed discussion.
From Eq. (6), we observe that the spectrum is given by an incoherent superposition of contributions of different angular components \( \{L_A, L_B, \lambda, L\} \). Each of these contributions consists of a set of rotational transitions, the intensity of which is controlled by the population of rotational levels, \( P_{N_X} \), and the by the 3-\( jm \) symbols in Eq. (6). Superimposed on these rotational transitions is a translational profile, which is defined by

\[
VG_{L_A, L_B, \lambda, L}(\omega) = \hbar \lambda_0^3 \sum_{\ell, \ell'} (\ell)(\ell') \left( \begin{array}{ccc} \ell & L & \ell' \\ 0 & 0 & 0 \end{array} \right)^2 \\
\times \int_0^\infty dE_{\text{col}} \exp \left( -\frac{E_{\text{col}}}{k_BT} \right) |\langle \ell E_{\text{col}}|D_{L_A, L_B, \lambda, L}(R)|\ell', E_{\text{col}} + \hbar \omega \rangle|^2,
\]

(7)

where \( \lambda_0 = \hbar \sqrt{\frac{2\pi}{\mu k_BT}} \) is the thermal de Broglie wave length, and \( |\ell, E_{\text{col}}\rangle \) are scattering wavefunctions for kinetic energy \( E_{\text{col}} \) and partial wave quantum number \( \ell \). The translational profiles are typically much broader than the underlying rotational structure.

B. Transition dipole and potential energy surfaces

The line-shape calculations require knowledge of the transition dipole moment and potential energy as a function of the nuclear coordinates, known as dipole and potential energy surfaces. The potential energy surfaces for ground and excited triplet states of \( \text{O}_2 - \text{O}_2 \), and the intermolecular-exchange-induced transition dipole surfaces are taken from Ref.\(^1\). For the spin-orbit based mechanism, we use the long-range model proposed in Ref.\(^2\). For completeness, section I C reviews this model, and also discusses spin-orbit-induced magnetic dipole and electric quadrupole monomer transitions.

Isotropic potentials are used in all line-shape calculations. The triplet \( \text{O}_2 - \text{O}_2 \) potentials are taken from Ref.\(^1\). We also use these potentials for the singlet and quintet states of \( \text{O}_2 - \text{O}_2 \), and even for \( \text{O}_2 - \text{N}_2 \). Ground state \( \text{O}_2 - \text{N}_2 \) potentials,\(^9\) and spin-dependent \( \text{O}_2 - \text{O}_2 \) potentials are available in the literature,\(^10\) but potentials for the excited states of \( \text{O}_2 - \text{N}_2 \) are not. However these approximations should be accurate, as the differences between the employed isotropic parts of these potentials are relatively small. Furthermore, the differences between the isotropic potentials are small compared to the differences due to orientation dependence of the potential, which are neglected.
C. Spin-orbit coupling in \( \text{O}_2 \)

The theory of spin-orbit coupling in the \( \text{O}_2 \) molecule has been pioneered by Minaev and co-workers\(^{11,12} \). The spin-orbit interaction mixes the \( X^{3}\Sigma_g^- \) and \( b^1\Sigma^+_g \) states

\[
\begin{align*}
|\Psi_X,0\rangle &= |X^{3}\Sigma_g^-\rangle + C_{\text{SO}}|b^1\Sigma^+_g\rangle, \\
|\Psi_b\rangle &= |b^1\Sigma^+_g\rangle - C_{\text{SO}}^*|X^{3}\Sigma_g^-\rangle,
\end{align*}
\]

where the mixing constant can be evaluated using first-order perturbation theory\(^{12} \)

\[
C_{\text{SO}} = \frac{\langle b^1\Sigma^+_g|\hat{H}_{\text{SO}}|X^{3}\Sigma_g^-\rangle}{E_X - E_b} = 0.0134i.
\]

There is no spin-orbit coupling between the \( a^1\Delta_g \) and either of the other states considered here. The mixing between the triplet ground state and singlet excited state breaks the spin symmetry. This leads to magnetic dipole moments for the \( X^{3}\Sigma_g^- \to b^1\Sigma^+_g \) transition, and electric quadrupole moments for both \( X^{3}\Sigma_g^- \to a^1\Delta_g \) and \( X^{3}\Sigma_g^- \to b^1\Sigma^+_g \) transitions, the latter are given by

\[
\begin{align*}
\langle a^1\Delta_g|\hat{\Theta}_2|\Psi_X,0\rangle &= C_{\text{SO}}\langle a^1\Delta_g|\hat{\Theta}_2|b^1\Sigma^+_g\rangle, \\
\langle \Psi_b|\hat{\Theta}_0|\Psi_X,0\rangle &= C_{\text{SO}}\left[ \langle b^1\Sigma^+_g|\hat{\Theta}_0|b^1\Sigma^+_g\rangle - \langle X^{3}\Sigma_g^-|\hat{\Theta}_0|X^{3}\Sigma_g^-\rangle \right].
\end{align*}
\]

Here, the quadrupole operator is defined as

\[
\Theta_K = \sum_i q_i r_i^2 C_{2,K}(r_i),
\]

where the sum extends over all electrons and nuclei with charge \( q_i \) and position \( r_i \). Both the magnetic dipole and electric quadrupole moments give rise to observable monomer absorption lines\(^{13,14} \) but the electric quadrupole transitions are much weaker.

It is worth noting the difference between the strengths of the \( X^{3}\Sigma_g^- \to a^1\Delta_g \) and \( X^{3}\Sigma_g^- \to b^1\Sigma^+_g \) transitions. Magnetic dipole moments are stronger for the \( X^{3}\Sigma_g^- \to b^1\Sigma^+_g \) transition because these states are spin-orbit coupled directly, and the transition borrows intensity from the ground-state spin current. Magnetic dipole moments for the \( X^{3}\Sigma_g^- \to a^1\Delta_g \) transition are non-zero only due to spin-orbit coupling to intermediate \( ^1\Pi \) and \( ^3\Pi \) states. This coupling is less effective, and the magnetic dipole moments are an order of magnitude smaller. For the electric quadrupole transitions, the situation is reversed. Taking into account spin-orbit coupling between the \( X^{3}\Sigma_g^- \) and \( b^1\Sigma^+_g \) states, the \( X^{3}\Sigma_g^- \to a^1\Delta_g \) transition borrows intensity
from the strong Noxon quadrupole moment, whereas the \( X^3\Sigma^+_g \rightarrow b^1\Sigma^+_g \) quadrupole moment is proportional to the difference in ground and excited state quadrupole moment, and hence is much smaller. In fact, this quadrupole moment is so small that the contribution of \( ^1\Pi \) and \( ^3\Pi \) intermediate states becomes important, see Eq. (12). This does not change the conclusion that magnetic dipole transitions are stronger for \( X^3\Sigma^+_g \rightarrow b^1\Sigma^+_g \), whereas electric quadrupole transitions are stronger for \( X^3\Sigma^+_g \rightarrow a^1\Delta_g \).

Here, the transition quadrupole moment is relevant, not due to the weak monomer quadrupole transitions, but rather as it gives rise to an induced transition dipole moment in collision complexes through quadrupole induction. In this first-order long-range model, the transition dipole moment is given in terms of the spin-orbit-induced transition quadrupole moment,

\[
\langle X^3\Sigma^+_g, \Omega | \Theta_{\Omega - \Omega'} | a^1\Delta_g, \Omega' \rangle = \begin{cases} 
0.0134i & \text{for } \Omega = 0, \\
0 & \text{for } |\Omega| = 1,
\end{cases}
\]

\[
\langle X^3\Sigma^+_g, \Omega | \Theta_{\Omega - \Omega'} | b^1\Sigma^+_g, \Omega' \rangle = \begin{cases} 
0.0021i & \text{for } \Omega = 0, \\
0.0050i & \text{for } |\Omega| = 1,
\end{cases}
\] (12)

and the isotropic polarizability of the perturber, \( \alpha_0 \). In the above, \( \Omega = \Lambda + \Sigma \) is the bond axis projection of the total angular momentum. The angular dependence, and the \( R^{-4} \) radial dependence are then known analytically from first-order electrostatic long-range theory. This is given by a single term of Eq. (4), given by

\[
D^{(SO)}_{2,0,2,3}(r_A, r_B, R) = \sqrt{35} \Theta_{\Omega_A - \Omega'_A}(r_A) \alpha_0^{(B)}(r_B) R^{-4}.
\] (13)

This spin-orbit mechanism also applies to \( O_2-N_2 \) collisions, where the isotropic polarizability of \( O_2, \alpha_0 = 10.87 \ a_0^3 \), is to be replaced by 11.74 \( a_0^3 \) for \( N_2 \).

A second contribution to the induced dipole moment could be the polarization of a spin-orbit perturbed \( O_2 \) molecule in the electric field of the permanent quadrupole moment of the perturber. This also corresponds to first-order quadrupole induction, but involves the permanent quadrupole moment of the perturber and the spin-orbit-induced transition polarizability of the absorbing \( O_2 \) molecule. For the \( X^3\Sigma^+_g \rightarrow b^1\Sigma^+_g \) transition, including only spin-orbit coupling between these states, the isotropic transition polarizability is given by the difference in ground and excited state polarizability

\[
\langle \Psi_b | \hat{\alpha}_0 | \Psi_{X,0} \rangle = C_{SO} \left[ \langle b^1\Sigma^+_g | \hat{\alpha}_0 | b^1\Sigma^+_g \rangle - \langle X^3\Sigma^+_g | \hat{\alpha}_0 | X^3\Sigma^+_g \rangle \right].
\] (14)
We estimate the polarizabilities from simple multi-reference configuration interaction (MRCI) calculations as $10.2 \, a_0^3$ and $9.48 \, a_0^3$ for the $X^3\Sigma_g^-$ and $b^1\Sigma_g^+$ states, respectively. The ground state polarizability is in good agreement with the literature value of $10.87 \, a_0^3$ from Ref.\textsuperscript{15}. We thus expect the $X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+$ transition polarizability to be in the order of $0.7 \, C_{SO} = 0.009i$ atomic units. We estimate the contribution of the transition polarizability from the products with the permanent quadrupole moment, which is $-0.264 \, ea_0^2$ or $-1.052 \, ea_0^2$ for O\textsubscript{2} or N\textsubscript{2}, respectively. This is compared to the product of transition quadrupole moment and permanent polarizability, considered in the previous paragraph. Even for the O\textsubscript{2} – N\textsubscript{2} case, where the perturbing quadrupole moment is strongest, we find that the contribution of the transition polarizability to the intensity – which is proportional to the square of the dipole moment – is two orders of magnitude weaker. It should be noted that this is strongly dependent on the exact transition polarizability, which is only estimated here. Summarizingly, the contribution of the transition polarizability is expected to be small. We neglect this contribution, which furthermore does not impact the predicted line shape, as this contribution has a similar angular dependence and identical $R^{-4}$ radial dependence. For the $X^3\Sigma_g^- \rightarrow a^1\Delta_g$ transition, there is no estimate of the relevant $b^1\Sigma_g^+ \rightarrow a^1\Delta_g$ transition polarizability available, but we expect the contribution of the transition polarizability to be even less significant as the $X^3\Sigma_g^- \rightarrow a^1\Delta_g$ transition quadrupole moment is much larger.

D. Vibrational transitions

In this work, we consider various vibronic bands of O\textsubscript{2}. The different vibronic transitions which underly each band are given in Table I. For the O\textsubscript{2} – N\textsubscript{2} system, the vibrational transition necessarily occurs on the O\textsubscript{2} molecule, or it would contribute to a different frequency region. For O\textsubscript{2} – O\textsubscript{2}, the vibrational transitions can occur on the molecule undergoing the electronic transition, on the perturbing molecule, or on both. The electronic states involved have vibrational frequencies which differ by less than the typical width of a vibronic band, such that vibrational transitions contribute to the same frequency band irrespective of whether the vibrational transition occurs on the molecule undergoing electronic excitation, or on the collision partner.

To \textit{ab initio} compute the absorption for a vibronic transition, rather than $v'' = 0 \rightarrow v' = 0$, the dipole expansion coefficient in Eq. (7) should be replaced by the relevant vibrational
Table I. This table shows the different processes which contribute to each vibronic band, as schematically indicated by \( v' = 0, 1, 2 \). The table is limited to the \( b^1\Sigma_g^+ \) excited electronic state, but also applies to the \( a^1\Delta_g \) state, where additionally a sum over the two spatially degenerate components of the electronic state is implied.

<table>
<thead>
<tr>
<th>System</th>
<th>Band</th>
<th>Final states</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{O}_2 - \text{N}_2 )</td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 0) )</td>
<td>( \text{O}_2 \left[ b^1\Sigma_g^+ (v' = 0) \right] + \text{N}_2 \left[ X^1\Sigma_g^+ (v' = 0) \right] )</td>
</tr>
<tr>
<td></td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 1) )</td>
<td>( \text{O}_2 \left[ b^1\Sigma_g^+ (v' = 1) \right] + \text{N}_2 \left[ X^1\Sigma_g^+ (v' = 0) \right] )</td>
</tr>
<tr>
<td></td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 2) )</td>
<td>( \text{O}_2 \left[ b^1\Sigma_g^+ (v' = 2) \right] + \text{N}_2 \left[ X^1\Sigma_g^+ (v' = 0) \right] )</td>
</tr>
<tr>
<td>( \text{O}_2 - \text{O}_2 )</td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 0) )</td>
<td>( \text{O}_2^{(A)} \left[ b^1\Sigma_g^+ (v' = 0) \right] + \text{O}_2^{(B)} \left[ X^3\Sigma_g^- (v' = 0) \right] )</td>
</tr>
<tr>
<td></td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 1) )</td>
<td>( \text{O}_2^{(A)} \left[ b^1\Sigma_g^+ (v' = 1) \right] + \text{O}_2^{(B)} \left[ b^1\Sigma_g^+ (v' = 0) \right] )</td>
</tr>
<tr>
<td></td>
<td>( X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+ (v' = 2) )</td>
<td>( \text{O}_2^{(A)} \left[ b^1\Sigma_g^+ (v' = 0) \right] + \text{O}_2^{(B)} \left[ X^3\Sigma_g^- (v' = 1) \right] )</td>
</tr>
</tbody>
</table>

matrix element, that is

\[
\mathcal{D}_{L_A,L_B,L,L}(R) \rightarrow \int \int \psi_{\nu_A}^{*} (r_A) \psi_{\nu_B}^{*} (r_B) \mathcal{D}_{L_A,L_B,L,L}(r_A,r_B,R) \psi_{\nu_A}' (r_A) \psi_{\nu_B}' (r_B) \ r_A^2 dr_A \ r_B^2 dr_B,
\]

where \( \psi_{\nu}(r) \) is a monomer vibrational wavefunction. Transition dipole surfaces for the exchange based mechanism that include monomer vibrational coordinates are unavailable and we do not explicitly include the monomer vibration. We assume that different vibrational
bands are related by a scaling factor, that is, the intensity is affected but the line shape is not. This should be reasonable as the line shape is determined by the length scale of the exponential $R$-dependence of $D$, as shown in Sec. I E, which should be less strongly dependent on the vibrational coordinates, $r_A$ and $r_B$.

For the spin-orbit mechanism, the dipole surface is given in terms of monomer transition quadrupole moments and polarizabilities, and vibrational matrix elements are given in terms of vibrational transition moments of these monomer properties,

\[
\int \int \psi^*_{v_B}(r_B) D^{(SO)}_{2,0,2,3}(r_A, r_B, R) \psi_{v_A}(r_A) r_A^2 dr_A r_B^2 dr_B =
\sqrt{35} R^{-4} \left[ \int \psi^*_{v_A}(r_A) \Theta^{(A)}(r_A) \psi_{v_A}(r_A) r_A^2 dr_A \right] \left[ \int \psi^*_{v_B}(r_B) \alpha^{(B)}_0(r_B) \psi_{v_B}(r_B) r_B^2 dr_B \right].
\]

We note that this implies – as is assumed above for the exchange mechanism – the intensity of vibrational transitions is modified, but the $R^{-4}$ radial dependence, and therefore the absorption line shape, is unaffected. For $O_2 - N_2$, the vibrational transition occurs on the $O_2$ molecule, monomer $A$, such that $v''_A = v'_B = 0$. Thus, the intensity of $O_2 - N_2$ vibronic transitions is determined completely by the $v'$-dependence of the $O_2$ transition quadrupole moment. Because the transition quadrupole moment weakly depends on the vibration coordinate, the intensity is reduced by approximately a Franck-Condon factor. These are tabulated in Ref.\textsuperscript{16} for the $O_2$ transitions studied here, and range from $10^{-4}$ to $7 \cdot 10^{-2}$. The Franck-Condon factors are unfavorable since ground and excited states correspond to the same electronic configuration, and hence have very similar potential energy curves.

E. Analytical line-shape model

Here, we present a qualitative model that offers insight into the absorption line shape and its dependence on the underlying absorption mechanism. The absorption spectrum, in the isotropic interaction approximation, can be understood as a superposition of translational profiles centered at each rotational transition. The angular dependence of the dipole surface determines the intensity of the rotational transitions, whereas the radial dependence determines the translational profile, given by Eq. (7) The translational profile is typically broader than the rotational structure, such that it largely determines absorption line shape.
In order to derive simple analytical expressions for the translational profile, we assume that the radial wavefunctions are independent of the relative angular momentum, $\ell$, and describe scattering on a hard-sphere potential. In this approximation, the energy-normalized radial wavefunction is given by

$$\langle R | \ell E_{\text{col}} \rangle = \begin{cases} \frac{1}{\hbar R} \sqrt{\frac{2}{2\pi k}} \sin[k(R-a)] & \text{for } R \geq a, \\ 0 & \text{for } R < a, \end{cases} \quad (17)$$

where $a$ is the hard-sphere radius, $\mu$ is the reduced mass, and the wave number, $k$, satisfies $\hbar k = \sqrt{2\mu E_{\text{col}}}$. We further assume that the thermal averaging can be approximated by simply setting the kinetic energy $E_{\text{col}} = k_B T$, such that the translational profile becomes

$$VG(\omega) \propto \frac{1}{kk'} \left| \int_{a}^{\infty} \sin[k(R-a)] \sin[k'(R-a)] D(R)dR \right|^2 = \frac{1}{kk'} \left| \int_{0}^{\infty} \sin(kR) \sin(k'R) D(R+a)dR \right|^2. \quad (18)$$

The frequency dependence is contained in the final wave number, as $\hbar k' = \sqrt{2\mu(k_B T + \hbar \omega)}$. The translational profile is related to the Fourier transform of the dipole surface, as can be seen from Eq. (18). This qualitatively means that for short-ranged dipole surfaces, we will obtain broad absorption features, whereas for long-ranged dipole surfaces, the absorption feature will be narrower. In what follows, we will make this argument more quantitative, by evaluating Eq. (18) explicitly for the short-ranged exchange mechanism, $D \propto \exp(-\gamma R)$, and the long-ranged spin-orbit mechanism, $D \propto R^{-4}$.

For the exchange mechanism, we require only the Fourier transform of an exponentially decaying function, which is a Lorentzian. This yields the translational profile

$$VG_{\text{exchange}} \propto \frac{\gamma^2 \sqrt{k_B T(k_B T + \hbar \omega)}}{\left(\left(\gamma^2 + 2\mu k_B T\right)^2 + 4\mu(\gamma^2 - 2\mu k_B T)(k_B T + \hbar \omega) + [2\mu k_B T + \hbar \omega]^2\right)^2}, \quad (19)$$

where $\gamma$ is the length scale of the dipole surface, $D \propto \exp(-\gamma R)$. The width of the profile increases with $\gamma$, i.e., as the dipole surface becomes more short ranged.

For the spin-orbit mechanism, $D \propto R^{-4}$, and we require the integral

$$\int_{0}^{\infty} \sin(kR) \sin(k'R)(R+a)^{-4}dR = \frac{1}{2} \int_{0}^{\infty} \cos[(k+k')R](R+a)^{-4}dR - \frac{1}{2} \int_{0}^{\infty} \cos[(k-k')R](R+a)^{-4}dR. \quad (20)$$
We neglect the first term on the right-hand side, which is an integral of a more rapidly oscillatory function, and obtain for the second term

\[
\int_0^\infty \cos[(k - k')R](R + a)^{-4}dR \propto G_{1,3}^{3,1} \left( \frac{a^2}{4}(k - k')^2 \right) \left( \begin{array}{c} 0 \\ 0 \end{array} \right),
\]

where \( G_{1,3}^{3,1} \) is a Meijer G function.\(^{17}\) For the translational profile, this yields

\[
VG_{\text{spin–orbit}} \propto \frac{1}{kk'} \left[ G_{1,3}^{3,1} \left( \frac{\mu a^2}{2} \left[ \sqrt{k_B T} - \sqrt{k_B T + \hbar \omega} \right]^2 \right) \left( \begin{array}{c} 0 \\ 0 \end{array} \right) \right]^2.
\]

(22)

In Fig. 3 of the main text, these model translational profiles are evaluated numerically and compared to results of the full line-shape calculations. For comparison, we have selected the \( \{L_A, L_B, \lambda, L\} = \{4, 0, 4, 5\} \) angular contribution to the exchange mechanism for \( X^3\Sigma_g^- \rightarrow a^1\Delta_g \), using the MRCI dipole surface, which contributes 28 % of the intensity. For the spin-orbit mechanism, we compare the only contributing angular term corresponding to \( \{L_A, L_B, \lambda, L\} = \{2, 0, 2, 3\} \). In numerically evaluating the model line shapes, we have used the parameters \( \gamma = 3 a_0^{-1} \) and \( a = 7 a_0 \). All results correspond to room temperature. The model line shapes have been scaled vertically to match the observed intensity. The observed match of the profile’s width confirms – and makes more quantitative – the argument that long-ranged (short-ranged) dipole surfaces lead to absorption on long (short) time-scales and hence result in narrow (broad) absorption features. This explains the observed qualitative differences in the absorption line shapes between the two mechanisms.

F. Computational details

We performed quantum mechanical line shape calculations using the theory presented in Ref.\(^2\). This involves calculating single-channel scattering wavefunctions for elastic scattering on the isotropic potentials of Ref.\(^1\). These calculations were performed using the renormalized Numerov algorithm,\(^{18}\) for all partial waves \( \ell < 150 \), on discrete grids in the collision energy. The energy grid ranged from 0.1 K to 3000 K, with 75 logarithmically spaced points. Additional energies were included above and below each resonance, such that the non-resonant background is sampled, rather than the unphysically narrow resonances associated with the isotropic interaction approximation. A discrete equidistant grid in the radial coordinate was used, from \( R=4.5 \) to \( 30 a_0 \) in steps of \( 0.017 a_0 \).
From these single-channel scattering wavefunction, we have computed the overlap with the radial expansion coefficients of the transition dipole surfaces. We used spline interpolation of the logarithm of the squared overlap, followed by exponentiation, to interpolate the squared dipole overlap. This allowed us to evaluate the squared dipole overlap on discrete grids in the initial kinetic energy, $E$, and kinetic energy difference, $\omega = E' - E$, rather than initial and final kinetic energy, $E$ and $E'$. Thermal averaging of the translational profile was subsequently performed by integrating the interpolated squared dipole overlap, multiplied by a Boltzmann factor, over the initial collision energy using a trapezoidal quadrature rule. From the numerically evaluated translational profile, the absorption spectrum is obtained using analytical equations such as Eq. (6).

G. Detailed balance

The spectral density, Eq. (2), repeated here for clarity,

\[ g(\omega, T) = \sum_i \sum_f P^{(i)}(T) |\langle f | \hat{\mu} | i \rangle|^2 \delta(\omega_f - \omega_i - \omega), \]  

(23)

possesses symmetry with respect to the interchange of the roles of the initial and final states, and sign reversal of the angular frequency. To be explicit, we have

\[ g(-\omega, T) = \sum_i \sum_f P^{(f)}(T) \exp \left( \frac{E_f - E_i}{kT} \right) |\langle f | \hat{\mu} | i \rangle|^2 \delta(\omega_f - \omega_i + \omega) \]

\[ = \exp \left( -\frac{\hbar \omega}{kT} \right) \sum_i \sum_f P^{(f)}(T) |\langle f | \hat{\mu} | i \rangle|^2 \delta(-\omega_f + \omega_i - \omega) \]

\[ = \exp \left( -\frac{\hbar \omega}{kT} \right) \sum_i \sum_f P^{(i)}(T) |\langle i | \hat{\mu} | f \rangle|^2 \delta(-\omega_i + \omega_f - \omega) \]

\[ = \exp \left( -\frac{\hbar \omega}{kT} \right) g(\omega, T). \]  

(24)

Where, in the first step, we used the definition of the spectral density, and the relation between initial and final state populations

\[ P^{(i)}(T) = P^{(f)}(T) \exp \left( \frac{E_f - E_i}{kT} \right). \]  

(25)

In the second step, we use that the $\delta$-function selects a single value of $\omega = \omega_i - \omega_f$, and that the $\delta$-function is symmetric, $\delta(-x) = \delta(x)$. In the third step, we simply interchange
the dummy integration labels $i$ and $f$, and finally recognize the definition of the spectral density.

The above result for the spectral density

$$g(-\omega, T) = \exp\left(-\frac{\hbar \omega}{k_B T}\right) g(\omega, T),$$

(26)

represents a rigorous detailed balance relation between collision-induced absorption and emission. Further approximate detailed balance relations can be derived which relate positive and negative detuning, $\Delta \omega$, with respect to a specific vibronic transition at frequency $\omega_0$, rather than positive and negative absolute frequency, $\omega = \omega_0 + \Delta \omega$. We consider the case where the detuning is small compared to the absolute frequency, $|\Delta \omega| \ll \omega_0$, such that we can consider the frequency dependent factors in the definition of the absorption coefficient, Eq. (1), to be constant, and derive approximate detailed balance relations for the spectral density, $Vg$, Eq. (2), and translational profile, $VG$, Eq. (7).

The translational profiles are of the form of Eq. (7), which is restricted to free-to-free transitions for simplicity. At negative frequency we obtain

$$VG_{L_A, L_B, \lambda, L}(-\omega_{\text{trans}}) = \frac{\hbar \lambda_0^3}{2} \sum_{\ell, \ell'} \left(\begin{array}{ccc} \ell & L & \ell' \\ 0 & 0 & 0 \end{array}\right)^2 \int_0^\infty dE_{\text{col}} \exp\left(-\frac{E_{\text{col}}}{k_B T}\right) |\langle \ell E_{\text{col}} | D_{L_A, L_B, \lambda, L}(R) | \ell', E_{\text{col}} - \hbar \omega_{\text{trans}} \rangle|^2,$$

$$= \frac{\hbar \lambda_0^3}{2} \sum_{\ell, \ell'} \left(\begin{array}{ccc} \ell & L & \ell' \\ 0 & 0 & 0 \end{array}\right)^2 \int_{\hbar \omega_{\text{trans}}}^\infty dE_{\text{col}} \exp\left(-\frac{E_{\text{col}}}{k_B T}\right) |\langle \ell E_{\text{col}} | D_{L_A, L_B, \lambda, L}(R) | \ell', E_{\text{col}} - \hbar \omega_{\text{trans}} \rangle|^2,$$

$$= \frac{\hbar \lambda_0^3}{2} \sum_{\ell, \ell'} \left(\begin{array}{ccc} \ell & L & \ell' \\ 0 & 0 & 0 \end{array}\right)^2 \int_0^\infty dE_{\text{col}} \exp\left(-\frac{E_{\text{col}} + \hbar \omega_{\text{trans}}}{k_B T}\right) |\langle \ell' E_{\text{col}} + \hbar \omega_{\text{trans}} | D_{L_A, L_B, \lambda, L}(R) | \ell, E_{\text{col}} \rangle|^2,$$

$$\approx \exp\left(-\frac{\hbar \omega_{\text{trans}}}{k_B T}\right) VG_{L_A, L_B, \lambda, L}(\omega_{\text{trans}}).$$

(27)

The derivation is similar to what is presented above for the spectral density for collision-induced emission. The first step is simply the definition of the translational profile, evaluated at negative frequency. In the second step, the lower limit on the integration is modified to
exclude the region where \( E_{\text{col}} - \hbar \omega_{\text{trans}} < 0 \), which does not contribute as the density of free-state wave functions vanishes. In the third step, the integration variable is substituted and the summation labels \( \ell \) and \( \ell' \) are interchanged. Assuming that

\[
|\langle \ell', E_{\text{col}} + \hbar \omega_{\text{trans}} | D_{L_A, L_B, \lambda, L}(R) | \ell E_{\text{col}} \rangle|^2 \approx |\langle \ell E_{\text{col}} | D_{L_A, L_B, \lambda, L}(R) | \ell', E_{\text{col}} + \hbar \omega_{\text{trans}} \rangle|^2, \tag{28}
\]

we then recognize the definition of the translational profile in the last step. Equation (28) appears to be rigorous, in the short-hand notation employed here, but is approximate as the bra-states are understood to be initial state translational wavefunctions, and ket-states are understood to be final state translational wavefunctions. A more faithful notation may be

\[
|\langle \text{initial}, \ell', E_{\text{col}} + \hbar \omega_{\text{trans}} | D_{L_A, L_B, \lambda, L}(R) | \text{final}, \ell, E_{\text{col}} \rangle|^2 \approx
|\langle \text{initial}, \ell, E_{\text{col}} | D_{L_A, L_B, \lambda, L}(R) | \text{final}, \ell', E_{\text{col}} + \hbar \omega_{\text{trans}} \rangle|^2; \tag{29}
\]

or more compactly

\[
|\text{initial}, \ell, E_{\text{col}} \rangle \approx |\text{final}, \ell, E_{\text{col}} \rangle. \tag{30}
\]

This relation is not exact as the initial and final states correspond to different electronic states, and hence the translational wavefunctions are solutions to Schrödinger equations involving different potentials. However, since all electronic states involved correspond to the same configuration, and hence the involved potentials are very similar, the above represents a reasonable approximation. In summary, this leads to

\[
V G_{L_A, L_B, \lambda, L}(-\omega_{\text{trans}}) \approx \exp \left( -\frac{\hbar \omega_{\text{trans}}}{k_B T} \right) V G_{L_A, L_B, \lambda, L}(\omega_{\text{trans}}), \tag{31}
\]

an approximate detailed balance relation for the translational profile.

We now turn our attention to approximate detailed balance relations for the spectral density, which is of the form of Eq. (6), repeated here in terms of the detuning, \( \Delta \omega \),

\[
V g(\omega_0 + \Delta \omega) = \sum_{L_A, L_B, \lambda, L} \sum_{N_A, N_B, N_A', N_B'} P_{N_A} P_{N_B} \frac{(N_A)(N_A')(N_B)(N_B')}{(L_A)(L_B)(L)} \times \left( \frac{N_A L_A N_A'}{\Lambda_A K_A - N_A'} \right)^2 \left( \frac{N_B L_B N_B'}{\Lambda_B K_B - N_B'} \right)^2 V G_{L_A, L_B, \lambda, L}(\Delta \omega - \omega_{\text{rot}}), \tag{32}
\]
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where \( h\omega_{\text{rot}} = E'_{\text{rot}} - E_{\text{rot}}. \) At negative detuning, we have

\[
Vg(\omega_0 - \Delta \omega) \approx \sum_{L_A,L_B,L} \sum_{N_A,N_B,N'_{A},N'_{B}} \exp \left( -\frac{h\omega_{\text{rot}}}{kT} \right) P_{N_A} P_{N_B}^{(1)} \frac{(N_A)(N'_A)(N_B)(N'_B)}{(L_A)(L_B)}
\times \left( \begin{array}{ccc} N_A & L_A & N'_A \\ \Lambda_A & K_A & -N'_A \end{array} \right)^2 \left( \begin{array}{ccc} N_B & L_B & N'_B \\ \Lambda_B & K_B & -N'_B \end{array} \right)^2 \exp \left( \frac{h\omega_{\text{rot}}}{kT} \right) Vg_{L_A,L_B,L}(-\Delta \omega - \omega_{\text{rot}}).
\]

\[
\approx \sum_{L_A,L_B,L} \sum_{N_A,N_B,N'_{A},N'_{B}} P_{N_A} P_{N_B}^{(1)} \frac{(N_A)(N'_A)(N_B)(N'_B)}{(L_A)(L_B)}
\times \left( \begin{array}{ccc} N_A & L_A & N'_A \\ \Lambda_A & K_A & -N'_A \end{array} \right)^2 \left( \begin{array}{ccc} N_B & L_B & N'_B \\ \Lambda_B & K_B & -N'_B \end{array} \right)^2 \exp \left( -\frac{h\Delta \omega}{kT} \right) Vg_{L_A,L_B,L}(\Delta \omega - \omega_{\text{rot}})
\approx \exp \left( -\frac{h\Delta \omega}{kT} \right) Vg(\omega_0 + \Delta \omega).
\]  

(33)

In the first step, we evaluate Eq. (6) at negative detuning and assume

\[
P_{N_A} P_{N_B} \approx P_{N'_A} P_{N'_B} \exp \left( -\frac{h\omega_{\text{rot}}}{kT} \right),
\]

(34)

which is approximate as the primed and unprimed quantum numbers implicitly refer to different vibronic states. In the second step, we interchange primed and unprimed rotational quantum numbers, which are summed over. This neglects a possible change in \( \Lambda \) quantum number, which also affects the range of rotational states summed over, as well as possible restrictions to even or odd values of the rotational quantum numbers. In the third step, we use the approximate detailed balance relation for the translational profile, Eq. (31), to obtain

\[
Vg(\omega_0 - \Delta \omega) \approx \exp \left( -\frac{h\Delta \omega}{kT} \right) Vg(\omega_0 + \Delta \omega),
\]

(35)

an approximate detailed balance relation for the spectral density.

As noted above, we assume that the detuning is small, \( |\Delta \omega| \ll \omega_0 \), such that we have

\[
\frac{\alpha(\omega_0 + \Delta \omega)}{\alpha(\omega_0 - \Delta \omega)} \approx \frac{Vg(\omega_0 + \Delta \omega)}{Vg(\omega_0 - \Delta \omega)} \approx \exp \left( -\frac{h\Delta \omega}{kT} \right),
\]

(36)
Figure 1. The fraction $\frac{a(\omega_0+\Delta \omega)}{a(\omega_0-\Delta \omega)}$ as a function of detuning, $\Delta \omega$, for both $X^3\Sigma_g^- \rightarrow a^1\Delta_g$ and $b^1\Sigma^+_g$ transitions, and for both mechanisms, which are compared to the prediction of the approximate detailed balance relations, Eq. (36).

that is, an approximate detailed balance relation for the absorption coefficient. This predicts that the “blue wing”, at high frequency, of every vibronic band is stronger than the “red wing”, at low frequency, by a Boltzmann factor, leading to a characteristic asymmetry. In Fig. 1, we compare the detailed balance prediction to the result of full line-shape calculations for both $X^3\Sigma_g^- \rightarrow a^1\Delta_g$ and $b^1\Sigma^+_g$ transitions, for both the exchange and spin-orbit mechanism. It is seen that the results of the full line shape calculations generally follow the approximate detailed balance relation, although some deviations are observed. Again, the approximate detailed balance relation, presented here, has been derived assuming that the initial and final state potential are identical. This is an accurate approximation for the isotropic potentials of $O_2 - O_2$, for the electronic states studied here.$^1$
II. VIBRATIONAL DEPENDENCE OF DIPOLE SURFACE

To investigate the vibrational dependence of the O\textsubscript{2} – O\textsubscript{2} exchange-induced transition dipole moment, we have performed exploratory electronic structure calculations. In particular, we have performed calculations for fixed center-of-mass separation \( R = 7 \ a_0 \), just outside the classical turning point of the isotropic potential, where we completely sample the angular coordinates described in Ref.\textsuperscript{1}, and include the vibrational coordinate of one molecule. This molecule is labeled \( A \), and the bond length of the second molecule, \( B \), is kept fixed at \( r_B = 2.28 \ a_0 \). Next, we compute matrix elements for molecule \( A \) undergoing a \( v'' = 0 \rightarrow v' = 1 \) vibrational transition.

The results of these calculations are displayed in Table II, which shows “suppression factors” defined by

\[
F_{L_A,L_B,\lambda,L}(v'_A, v'_B) = \left| \frac{\langle 00|D_{L_A,L_B,\lambda,L}|v'_A v'_B\rangle}{\langle 00|D_{L_A,L_B,\lambda,L}|00\rangle} \right|^2,
\]

that is, the ratios of the \( v'' = 0 \rightarrow v' = 1 \) and \( v'' = 0 \rightarrow v' = 0 \) squared transition dipole moments. These are shown for different angular expansion terms, labeled by \( \{L_A, L_B, \lambda, L\} \), which contribute significantly to the absorption. For \( X^3\Sigma^+_g \rightarrow a^1\Delta_g \), these are \( \{4, 0, 4, 3\} \) and \( \{4, 0, 4, 5\} \), which contribute 26 % and 28 % (8 % and 33 %) [19 % and 38 %] to the \( v'' = 0 \rightarrow v' = 0 \) intensity at the MRCI (CIS) [RAS] level of theory. For \( X^3\Sigma^+_g \rightarrow b^1\Sigma^+_g \), two important angular terms are \( \{1, 0, 1, 1\} \) and \( \{3, 0, 3, 3\} \), which contribute 28 % and 26 % (27 % and 31 %) [17 % and 21 %] to the \( v'' = 0 \rightarrow v' = 0 \) intensity at the same levels of theory. Especially for the \( X^3\Sigma^-_g \rightarrow a^1\Delta_g \) band, the factor at both levels of theory is much larger than the corresponding Franck-Condon factor, and exceptionally high for \( \{4, 0, 4, 5\} \) at the CIS level, where the contribution to the absorption is smaller. For the \( X^3\Sigma^-_g \rightarrow b^1\Sigma^+_g \) band, the suppression factor is closer to the Franck-Condon value.

This gives an indication of the sensitivity to the vibrational coordinate, which explains the breakdown of the scaling with Franck-Condon factors for the exchange mechanism. These effects are not fully predictive of the relative intensities of different vibrational bands: Full vibrationally-dependent dipole surfaces are unavailable, which would be necessary to compute the absorption line-shapes and intensities. The suppression factors may also be sensitive to vibrational averaging of the second molecule, which is not included here. The
Table II. Suppression factors of Eq. (37), the ratios of the $v'' = 0 \rightarrow v' = 1$ and $v'' = 0 \rightarrow v' = 0$ squared dipole moments, calculated for various transitions and significant angular terms, \{L_A, L_B, \lambda, L\}, at the CIS and RAS level, and using Franck-Condon Factors (FCF).

<table>
<thead>
<tr>
<th>Transition to</th>
<th>L_A L_B \lambda L</th>
<th>CIS</th>
<th>RAS FCF\textsuperscript{16}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^1\Delta_g(v' = 1) + X^3\Sigma_g^-(v' = 0)$</td>
<td>4 0 4 3</td>
<td>0.415</td>
<td>0.182 0.013</td>
</tr>
<tr>
<td>&amp; 0.4 5</td>
<td>0.165</td>
<td>0.164 0.013</td>
<td></td>
</tr>
<tr>
<td>$X^3\Sigma_g^-(v' = 1) + a^1\Delta_g(v' = 0)$</td>
<td>0 4 4 3</td>
<td>0.240</td>
<td>0.126 0</td>
</tr>
<tr>
<td>&amp; 0 4 5</td>
<td>0.141</td>
<td>0.151 0</td>
<td></td>
</tr>
<tr>
<td>$b^1\Sigma_g^+(v' = 1) + X^3\Sigma_g^-(v' = 0)$</td>
<td>1 0 1 1</td>
<td>0.067</td>
<td>0.076 0.067</td>
</tr>
<tr>
<td>&amp; 3 0 3 3</td>
<td>0.059</td>
<td>0.073 0.067</td>
<td></td>
</tr>
<tr>
<td>$X^3\Sigma_g^-(v' = 1) + b^1\Sigma_g^+(v' = 0)$</td>
<td>0 1 1 1</td>
<td>0.000</td>
<td>0.019 0</td>
</tr>
<tr>
<td>&amp; 0 3 3 3</td>
<td>0.001</td>
<td>0.020 0</td>
<td></td>
</tr>
</tbody>
</table>

effects of anisotropy, which are discussed in the next section, are significant and may also affect various vibrational transitions differently.

To compare the above results to the experimentally observed suppression of $v' > 0$, we consider the following. All contributions in Table II, \textit{i.e.}, all angular components and all vibronic bands $a^1\Delta_g/b^1\Sigma_g^+(v' = 1) + X^3\Sigma_g^-(v' = 0)$ and $X^3\Sigma_g^-(v' = 1) + a^1\Delta_g/b^1\Sigma_g^+(v' = 0)$, contribute incoherently to the absorption, see Eq. (6). However, different angular components contribute with different prefactors that also depend on thermal populations of rotational levels, and we will therefore consider each angular term separately. First considering the \{4,0,4,3\} + \{0,4,4,3\} contribution to the $X^3\Sigma_g^- \rightarrow a^1\Delta_g$ transition, adding both vibronic bands, we obtain suppression factors of 0.65 and 0.31 at the CIS and RAS level, respectively. For \{4,0,4,5\} + \{0,4,4,5\} we obtain 0.21 and 0.31 at the CIS and RAS level, respectively. In view of the approximations discussed above, this is in agreement with the \textit{total} experimental suppression factor of $X^3\Sigma_g^- \rightarrow a^1\Delta_g(v' = 1)$ of 0.6, as seen in Table I of the main text. The suppression of individual terms does not need to be equal, and therefore may differ from the suppression of the \textit{total} intensity, but it is reassuring that the suppression is of same order of magnitude for the angular terms, considered here, as these contribute significantly to the absorption. For the \{1,0,1,1\} + \{0,1,1,1\} contribu-
tion to the $X^3\Sigma^-\rightarrow b^1\Sigma^+_g$ transition, the suppression factors are 0.07 and 0.10, and for \{3, 0, 3, 3\} + \{0, 3, 3, 3\} the suppression factors are 0.06 and 0.09, at the CIS and RAS levels, respectively. This is again in qualitative agreement with the total suppression factor for $X^3\Sigma^-\rightarrow b^1\Sigma^+_g$ ($v' = 1$) of 0.11, seen in Table I of the main text.

III. INTERACTION ANISOTROPY

In this section, we discuss a method for calculating integrated intensities of collision-induced absorption spectra, which is similar to that in Ref.\textsuperscript{19} and references therein. This classical statistical mechanical theory is computationally not demanding, and can be applied efficiently using either isotropic or anisotropic potentials, unlike the quantum-mechanical line-shape calculations. Here, this approach is extended to vibronic transitions and applied to estimate the effect of interaction anisotropy on overall intensities. The ratio of intensities between anisotropic and isotropic calculations, calculated classically, is then used to scale absorption spectra from isotropic quantum line shape calculations. This correction for anisotropy is shown to perform well for roto-translational transitions of $N_2 - N_2$, where both isotropic and anisotropic calculations have been performed.\textsuperscript{5} We note that spectral moments can also be computed including quantum mechanical corrections,\textsuperscript{20} but this is not attempted here.

A. Formalism

The collision-induced absorption coefficient is given by Eq. (1), in terms of the spectral density of Eq. (2). This spectral density represents a thermal average of the squared transition dipole moment between initial and final states, $|i\rangle$ and $|f\rangle$, with energies $\hbar \omega_i$ and $\hbar \omega_f$. These initial and final states will be thought of as products of functions of rotational and translational degrees of freedom (r.t.) – which we will treat classically below – and vibronic states (v.e.) – treated quantum mechanically throughout. That is, we have

$$\begin{align*}
|i\rangle &= |i_{r.t.}\rangle|i_{v.e.}\rangle, \\
|f\rangle &= |f_{r.t.}\rangle|f_{v.e.}\rangle.
\end{align*}$$

For simplicity we consider the case where a single initial and a single final vibronic state contribute to any particular collision-induced band. Where multiple vibronic transitions
contribute, their contributions can be added incoherently. Introducing the transition dipole moment surface, $\hat{D} = \langle f_{v,e} | \hat{\mu} | i_{v,e} \rangle$, we may write

$$Vg(\omega, T) = V \sum_{i_{r,t}} \sum_{f_{r,t}} P^{(i_{r,t})}(T) |\langle f_{r,t} | \hat{D} | i_{r,t} \rangle|^2 \delta(\omega_{f_{r,t}} - \omega_{i_{r,t}} - \omega), \quad (39)$$

where the sums and integrals now extend only over the rotational and translational degrees of freedom as indicated.

Dropping the “r.t.” subscript, the integral of the spectral density over all frequencies is given by

$$\int_{-\infty}^{\infty} d\omega Vg(\omega, T) = V \sum_{i} \sum_{f} P^{(i)}(T) |\langle f | \hat{D} | i \rangle|^2 \int_{-\infty}^{\infty} d\omega \delta(\omega_f - \omega_i - \omega)$$

$$= V \sum_{i} \sum_{f} P^{(i)}(T) \langle i | \hat{D}^\dagger | f \rangle \cdot \langle f | \hat{D} | i \rangle. \quad (40)$$

Now if we assume a completeness relation for the final-state radial wavefunctions

$$\sum_{f} |f\rangle \langle f| = 1, \quad (41)$$

the above integral simplifies to

$$\int_{-\infty}^{\infty} d\omega Vg(\omega, T) = V \sum_{i} P^{(i)}(T) \langle i | \hat{D}^\dagger \cdot \hat{D} | i \rangle,$$

$$= \frac{V}{Q(T)} \text{Tr} \left[ \exp \left( -\hat{H}/k_B T \right) \hat{D}^\dagger \cdot \hat{D} \right] \quad (42)$$

in which one recognizes the thermal average of the squared transition dipole moment, $\hat{D}^\dagger \cdot \hat{D}$. Where Tr denotes the trace over all rotation-translation coordinates.

It is useful to introduce $\hat{H} = \hat{H}_0 + \hat{V}$, that is, to write the total Hamiltonian, $\hat{H}$, as the sum of monomer Hamiltonians, $\hat{H}_0$, and the interaction potential, $\hat{V}$, and to write the partition sum as

$$Q(T) = \text{Tr} \left[ \exp \left( -\hat{H}_0/k_B T \right) \right]. \quad (43)$$

For the rotation-translation coordinates considered here, the monomer Hamiltonians $\hat{H}_0$ contain kinetic energy terms only.

The thermal average can be approximated using the classical limit, where the trace is replaced by a phase space integral. In this classical approximation, $\exp(-H/k_B T) =
exp(-H_0/k_BT) \exp(-V/k_BT)$, and the integrals over the conjugate momenta in the trace in Eq. (42) cancel against those in the partition sum. Hence, we are left with integrals over the nuclear coordinates only

$$
\int_{-\infty}^{\infty} d\omega V g(\omega, T) \approx V \int \int \int \exp(-V/k_BT) \mathcal{D}^\dagger \cdot \mathcal{D} dR d\Omega_A d\Omega_B
$$

To be completely explicit, for the case of two diatomic molecules, $A$ and $B$, one has

$$
\int_{-\infty}^{\infty} d\omega V g(\omega, T) = \frac{1}{8\pi} \int_0^\infty 4\pi R^2 dR \int_{-1}^{1} d\cos(\theta_A) \int_{-1}^{1} d\cos(\theta_B) \int_0^{2\pi} d\phi \exp(-V/k_BT) \mathcal{D}^\dagger \cdot \mathcal{D},
$$

where $R$ is the distance between the centers of mass of molecules $A$ and $B$, $\theta_X$ is the angle between the intermolecular axis and the bond-axis of molecule $X = A, B$, and $\phi$ is the dihedral angle.

B. Numerical results

Table III shows numerical results for the O$_2$ − O$_2$ collision-induced intensities, obtained by either integrating the absorption spectrum from quantum line-shape calculations, or directly from the classical statistical mechanical theory described above. The result from the isotropic calculations agree well, with the deviations between line-shape and classical statistical mechanical calculations being largest for lowest temperatures. The intensities calculated for anisotropic interaction potentials are systematically larger. The increase in intensity is substantial, by a factor of 2 to 4 at room temperature, and by larger factors at lower temperatures.

We note that we have also applied this approach to the roto-translational band of N$_2$ − N$_2$. In this case, we find a 20\% enhancement of the intensity at $T = 78$ K, and essentially no effect at room temperature, in agreement with the full line-shape calculations of Ref. 5. Clearly, the effects of anisotropic interactions are more substantial for the electronic transitions considered here. The differences with the roto-translational band, of N$_2$ − N$_2$ for example, lie both in the radial and angular dependence of the dipole surface.

On the anisotropic potential, the molecules approach more closely for attractive orientations. Because the transition dipole moment for electronic transitions considered here
Table III. Intensities for O$_2$–O$_2$ obtained by integrating the line profile from line-shape calculations, and those obtained from the statistical mechanical theory. Results for the statistical theory are given for both the isotropic part of the potential, and for the full anisotropic potential energy surface. Integrated intensities are given in cm$^{-2}$-amagat$^{-2}$ with numbers in parentheses denoting powers of ten.

<table>
<thead>
<tr>
<th></th>
<th>$T = 300$ K</th>
<th>$T = 200$ K</th>
<th>$T = 100$ K</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^3\Sigma_g^- \rightarrow a^1\Delta_g$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRCI dipole surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line-shape calculation</td>
<td>2.75 (−5)</td>
<td>2.06 (−5)</td>
<td>1.41 (−5)</td>
</tr>
<tr>
<td>Intensity calculation, isotropic potential</td>
<td>2.93 (−5)</td>
<td>2.23 (−5)</td>
<td>1.87 (−5)</td>
</tr>
<tr>
<td>Intensity calculation, anisotropic potential</td>
<td>6.85 (−5)</td>
<td>5.42 (−5)</td>
<td>5.21 (−5)</td>
</tr>
<tr>
<td>CASSCF dipole surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line-shape calculation</td>
<td>2.15 (−5)</td>
<td>1.59 (−5)</td>
<td>1.09 (−5)</td>
</tr>
<tr>
<td>Intensity calculation, isotropic potential</td>
<td>2.28 (−5)</td>
<td>1.73 (−5)</td>
<td>1.44 (−5)</td>
</tr>
<tr>
<td>Intensity calculation, anisotropic potential</td>
<td>6.06 (−5)</td>
<td>4.82 (−5)</td>
<td>4.65 (−5)</td>
</tr>
<tr>
<td>$X^3\Sigma_g^- \rightarrow b^1\Sigma_g^+$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRCI dipole surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line-shape calculation</td>
<td>1.80 (−6)</td>
<td>1.15 (−6)</td>
<td>6.55 (−7)</td>
</tr>
<tr>
<td>Intensity calculation, isotropic potential</td>
<td>1.89 (−6)</td>
<td>1.20 (−6)</td>
<td>7.79 (−7)</td>
</tr>
<tr>
<td>Intensity calculation, anisotropic potential</td>
<td>6.67 (−6)</td>
<td>2.72 (−6)</td>
<td>2.22 (−6)</td>
</tr>
<tr>
<td>CASSCF dipole surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line-shape calculation</td>
<td>5.76 (−7)</td>
<td>3.83 (−7)</td>
<td>2.28 (−7)</td>
</tr>
<tr>
<td>Intensity calculation, isotropic potential</td>
<td>5.98 (−7)</td>
<td>3.99 (−7)</td>
<td>2.75 (−7)</td>
</tr>
<tr>
<td>Intensity calculation, anisotropic potential</td>
<td>2.13 (−6)</td>
<td>1.64 (−6)</td>
<td>1.55 (−6)</td>
</tr>
</tbody>
</table>

is exponentially $R$-dependent, this leads to a substantial increase in dipole moment. For roto-translational bands, where the $R$-dependence is dominantly $R^{-4}$, this effect is less substantial.

The angular dependence of the contribution to the absorption is subject to symmetry restrictions. For roto-translational bands, parallel orientations do not contribute to the absorption, and the contribution to the intensity is dominated by T-shaped orientations.
The anisotropic potential for T-shaped orientations is typically very close to the isotropic potential, albeit slightly more attractive, such that only a small increase due to anisotropic interactions is expected. For electronic transitions, on the other hand, the symmetry restrictions are different, such that there are contributions from parallel orientations. For these parallel orientations, the anisotropic potential is qualitatively different from the isotropic potential, as the classical turning point occurs at much shorter separation, for example. Therefore, larger effects of anisotropic interactions are observed.

To further investigate the effect of anisotropy, we have performed line-shape calculations using a radially-shifted isotropic potential. In order to obtain agreement of the total intensity, a shift of 0.6-0.7 \textit{a}_0 is required. This shift is small compared to the neglected anisotropy of the classical turning point of the potential, which varies between 7.5 \textit{a}_0 for collinear geometries, and 5.4 \textit{a}_0 for parallel orientations.

**IV. ADDITIONAL EXCHANGE-INDUCED TRANSITION DIPOLE MOMENT SURFACES**

In order to estimate the effect of uncertainty in the transition dipole moment on the calculated absorption spectra, we have calculated three additional intermolecular-exchange-induced dipole surfaces for \textit{O}_2 – \textit{O}_2. The computational approaches are as follows:

- **ICAS**: Complete active space self-consistent field calculation including all 2s and 2p valence orbitals except the 2pσ* orbitals.

- **RAS**: Restricted active space self-consistent field (RASSCF) calculation with 4 electrons in the 2pσ and 2pσ* orbitals, and 12 electrons in the 2pπ and 2pπ* orbitals. This includes σ → σ* and π → π* correlation, involved in breaking inversion symmetry, which may be thought important in describing the parity forbidden transition dipole moments.

- **CIS**: Uses the minimal π* active space description for the states of interest, and single excitations from these reference wavefunctions.

These calculations were all performed in a split-valence 6-31G basis set, and carried out using the Molpro 2012 package.\textsuperscript{21}
These dipole moment surfaces were calculated and fit similar to the MRCI and CASSCF dipole surfaces of Ref.\textsuperscript{1}. We used the multiple-property-based diabatization algorithm of Ref.\textsuperscript{22} to transform the \textit{ab initio} transition dipoles from the adiabatic to a diabatic representation. The radial grid contains $R = 5.5, 5.75, 6, 6.25, 6.5, 6.75, 7, 7.25, 7.5, 7.75,$ and $8 \: \text{a}_0$. For each separation, 150 orientations were sampled using Gauss-Legendre and Gauss-Chebyshev quadrature points in the Jacobi angles. This allowed us to accurately calculate angular expansion coefficients using numerical integration, and subsequently fit their radial dependence using the exponential interpolation scheme detailed in Ref.\textsuperscript{1}.

We have performed scattering calculations of absorption spectra using these five transition dipole surfaces. The resulting collision-induced absorption spectra are shown in Fig. 4 of the main text. These result in predictions for the overall intensity which vary by factors 7 to 10. Clearly, the intensity cannot be predicted from first principles without improving electronic structure methods for calculating the intermolecular-exchange-induced dipole moment. The scaling factors required to obtain agreement between experiment and theory, reported in Table I of the main text, are smaller than this estimate of the uncertainty of the calculation. Therefore, the experiment and theory can be said to agree to within the "theoretical error bars". Furthermore, the scaling factors obtained for the spin-orbit based mechanism are generally much closer to unity, which is consistent with the reduced uncertainty of the transition dipole moment for this mechanism: Within the assumed long-range model, the spin-orbit-induced transition dipole moment is given completely in terms of accurately known monomer properties.

The scattering calculations presented here, employing different dipole surfaces, consistently predict the same line shape. This implies that the predicted line shape is unaffected by the uncertainty in the calculations. This can be understood as the width qualitatively reflects the interaction time-scale, and hence the length scale of the dipole surface. The typical length scale of exponential decay of the transition dipole moment is predicted consistently, resulting in nearly identical absorption line shapes, although the transition dipole surface are not converged.
V. FITTING OF EXPERIMENTAL SPECTRA

This section describes how the theoretical line shapes were fit to the experimental results, i.e., how the scale factors of Table I of the main text were obtained. First, the theoretical absorption spectra computed in the isotropic interaction approximation were corrected for anisotropic interactions. This was accomplished by scaling with the ratio of integrated intensity computed including and excluding anisotropy. These integrated intensities are computed as described in Sec. III, and displayed in Table III. Subsequently, we performed an unconstrained linear least squares fit to the experimental data points, with equal weights. The scaling factors for the exchange and/or spin-orbit contributions were treated as the linear fit parameters.

For the \( v' = 0 \rightarrow v'' = 0 \) bands of \( \text{O}_2 - \text{O}_2 \), we included both mechanisms. For \( \text{O}_2 - \text{N}_2 \) we included only the spin-orbit line shape, which is the only contributing mechanism for this system. For \( v'' > 0 \) bands, the \( \text{O}_2 - \text{N}_2 \) contribution was not observed experimentally. For the \( v' = 0 \rightarrow v'' > 0 \) bands of \( \text{O}_2 - \text{O}_2 \) we included only the exchange line shape. The spin-orbit mechanism should contribute only weakly, on the same scale as for \( \text{O}_2 - \text{N}_2 \), and hence was excluded from the fit.

The resulting scale factors are shown Table I of the main text. We again point out that the scale factors – which include corrections for anisotropic interactions – are of order unity for the spin-orbit mechanism, whereas the exchange contributions required scalings which are within the uncertainty due to inaccuracies of the exchange-induced dipoles, estimated in the previous section.

VI. EXPERIMENT

Here, we describe measurements of the \( a^1 \Delta_g (v' = 1) \) band in \( \text{O}_2 - \text{O}_2 \) and \( \text{O}_2 - \text{N}_2 \), shown in Fig. 1 panel (b) of the main text, using cavity ring-down spectroscopy similar to that in Ref.\textsuperscript{23}.

A Toptica DL100 grating stabilized diode laser with a LD-1060-0150-AR-2 diode was used as a light source. The output power was 170 mW in the spectral range of 9 259 – 9 569 cm\(^{-1}\). About 2 % of the beam was split off by a glass plate and guided into a wavelength meter. The cavity was placed inside a pressure cell which was designed to hold pressures from \( 10^{-3} \)
to 8 bar. The pressure inside the cavity was measured using a diaphragm pressure detector (Pfeiffer Vacuum D-35614). The gas flow towards the pressure cell was controlled by a Digital Thermal Mass Flow Controller (El-Flow, Bronkhorst high tech). The outlet for the gas was connected to a membrane vacuum pump (Pfeiffer Vacuum MVP 055-3) with which it was possible to reach pressures as low as 1 mbar. The cavity mirrors (Layertec) had a reflectivity above 99.993% in the range of 9100 – 9900 cm$^{-1}$ and a radius of curvature of 8000 mm. The cavity length was 35.0 cm, creating an effective path length of about 5 km. The light leaving the cavity was captured using an avalanche photo-diode. The signals from this detector were sent to a SRS signal generator to trigger the ring-down events.

For each collision-induced absorption measurement, the lasing frequency was set at a specific value. To reduce the uncertainty, wavelengths without water absorptions were selected. The sample gas was guided into the pressure cell at a fixed rate of 200 mL/min resulting in pressure ramps from 0 to 8 bar. During the pressure ramps the cavity ring-down signals were recorded continuously and were kept at a constant rate of about 3 signals per second. This resulted in 1500-2000 decay signals for each pressure ramp. The decay signals were then fitted with an exponential function to give the decay times. The collision-induced absorption was then obtained by fitting a second-order polynomial function to the pressure dependence of the decay time, ensuring that the fitted decay corresponds to two-body absorption. In total 34 pressure ramps were performed for pure O$_2$ (6.0 Purity) and 52 in air (22.316 ± 0.022 % O$_2$). Lastly, since the collision-induced absorption of oxygen transitions is much smaller in air, a lens with a focus of 25 cm had to be placed in front of the cavity to ensure only the lowest cavity modes were accessed. This enhanced the accuracy of the set-up significantly.
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