Update of the HITRAN collision-induced absorption section
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ABSTRACT

Correct parameterization of the Collision-induced Absorption (CIA) phenomena is essential for accurate modeling of planetary atmospheres. The HITRAN spectroscopic database provides these parameters in a dedicated section. Here, we significantly revise and extend the HITRAN CIA data with respect to the original effort described in Richard et al. [JQSRT 113, 1276 (2012)]. The extension concerns new collisional pairs as well as wider spectral and temperature ranges for the existing pairs. The database now contains CIA for N2-N2, N2-O2, O2-O2, O2-CO2, CO2-CO2, H2-H2, H2-He, H2-CH4, H2-H, H-He, CH4-CH4, CH4-CO2, CH4-He, and CH4-Ar collision pairs. The sources of data as well as their validation and selection are discussed. A wish list to eliminate remaining deficiencies or lack of data from the astrophysics perspective is also presented.

1. Introduction

Collision-Induced Absorption (CIA) of infrared radiation contributes appreciably to the total absorption of radiation in planetary atmospheres. Indeed, even gases that consist of molecules that have no intrinsic electric dipole moment (including molecular hydrogen, oxygen and nitrogen) absorb radiation if densities are sufficiently high. In the terrestrial atmosphere N2-N2, N2-O2, and O2-O2 collision complexes are important absorbers at various wavelengths and are routinely monitored by different remote sensing (Sioris et al., 2014 Chimot et al., 2017 Kataoka et al., 2017) and ground-based missions (Hartmann et al., 2017 Ortega et al., 2016 Spinei et al., 2014 Gordon et al., 2010). Interestingly, O2-O2 absorption in the visible and near infrared is targeted as a biomarker on potentially habitable exoplanets (Meadows, 2017). Naturally, since hydrogen and helium gases dominate the atmospheres of gas giants and brown dwarfs, absorption in these atmospheres has a large contribution due to collision complexes such as H2-H2, H2-He, as well as other X-H2 and X-He complexes, where X represents other abundant molecules such as CH4. Furthermore, knowledge of X-N2 CIA is required for modeling of the atmospheres of Titan and other nitrogen-rich worlds, and X-CO2 for Venus and exoplanets with pronounced volcanic activity. Because of the diversity of exoplanetary atmospheres
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in their constituents and thermodynamic conditions, one needs to know collision-induced absorption parameters over wide ranges of temperatures for many collisional pairs. We refer the reader to Hartmann et al. (2018a) for a recent review of pressure-induced effects on molecular spectroscopy.

The HITRAN spectroscopic database is the primary source of data for interpretation of spectral atmospheric retrievals of planetary atmospheres and is an important input to radiative transfer codes. The most recent edition of the database, HITRAN 2016 (Gordon et al., 2017), presents several types of data. It consists of line-by-line lists, experimental absorption cross sections, CIA data and aerosol indices of refraction. The CIA section is a relatively recent addition to the database and was introduced only in the 2012 edition for several collisional partners, (Rothman et al., 2013) namely N2-N2, N2-H2, N2-CH4, N2-O2, O2-O2, O2-CO2, CO2-CO2, H2-H2, H2-He, H2-CH4, H2-H, H-He, CH4-CH4, and CH4-Ar. The details are given in Richard et al. (2012), where various calculations and measurements of CIA available in the literature at that time were evaluated, selected, and put into a consistent format. The HITRAN CIA data have received a warm welcome from the scientific community and proved invaluable for modeling and interpreting spectra of planetary atmospheres. It has been integrated into numerous radiative transfer codes for (exo)planetary research, see for instance (Hollis et al., 2013; Schreier et al., 2014; Lora et al., 2015; Malik et al., 2017; Gandhi and Madhusudhan, 2018; Dudhia, 2017).

There are multiple requests from the communities of atmospheric and planetary scientists to extend the work of Richard et al. further. The recent white paper by Fortney et al. (2016) addresses the needs for reference atomic and molecular data from the exoplanetary perspective. The authors specifically call for the extension of the HITRAN CIA section. In this work we make use of recent advances in experimental and theoretical works devoted to the studies of the collision-induced absorption relevant to planetary atmospheres and a) update data for already existing collisional systems by improving the accuracy and extending spectral and temperature ranges; b) add data for the collisional systems CO2-H2, CO2-CH4, CO2-He, N2-He, CH4-He, and N2-H2O. The sources of data and their choices are discussed in detail. Fig. 1 contains a graphical representation of the data contained in the HITRAN CIA section, indicating which bands for each collisional pair are available, newly added or updated. More details about the spectral and temperature range for the bands included for each collisional pair can be found in Table 1. At the end of this paper we discuss the remaining challenges in available reference parameters and present a wish-list from an astrophysical perspective.

As in the original effort described in Richard et al. (2012), only binary collisions are considered. We continue to provide “Main” and “Alternate” folders. The Main folder contains recommended sets of collision-induced absorptions whereas the Alternate folder contains two types of data. One type of data is simply alternative to that in the Main folder, in particular where the CIA parameterization is intended to be used in conjunction with a specific line-by-line list. This is the case for O2−Air absorption in particular, see Section 3.6 for details. A second type of data in the “Alternate” folder is provided when the data are not generally recommended due to large uncertainties, and should be used with caution, but the data have a clear advantage over the recommended set for specific applications, e.g. extended temperature ranges or to account for spin statistics.

Instructions for accessing the database can be found on the HITRAN website (www.hitran.org/cia).

2. General definitions

The attenuation of light by a gas with absorption coefficient \( k(\nu) \) is given by the Lambert law (excluding the contribution of Rayleigh scattering)

\[
-\ln[\mathcal{T}(\nu)] = k(\nu)L,
\]

where \( \mathcal{T}(\nu) \) is the transmittance at wavenumber \( \nu \) and \( L \) is the optical path length. Leaving aside pressure variations in the line shape of resonance transitions of an individual molecule, the absorption coefficient is given by the virial expansion in the number density \( \rho \)

\[
k(\nu) = k^{(1)}(\nu)\rho + k^{(2)}(\nu)\rho^2 + \ldots,
\]

which permits discrimination of monomer absorption and absorption by molecular pairs or ternary and larger complexes of colliding molecules. The absorption by collision complexes involving more than two molecules is expected to be insignificant under typical atmospheric conditions, even for planets with dense atmospheres such as Venus, and is thus disregarded here.

The HITRAN-tabulated CIA absorption coefficients contain contributions of all binary complexes, bound, quasi-bound, and free scattering states, although the name collision-induced absorption suggests it exclusively applies to unbound scattering states only. This has been the source of some debate – in which we do not wish to engage here – but it may be important to note that in principle the tabulated absorption coefficients are not missing contributions of “truly bound” states, i.e., these should not be double-counted by adding them separately.

In HITRAN units, the density \( \rho \) is given in molecule \( \text{cm}^{-3} \). The monomer absorption cross section \( k^{(1)}(\nu) \) is given in \( \text{cm}^2 \text{ molecule}^{-1} \), and is tabulated in HITRAN for many atmospherically relevant molecules. The contribution of binary complexes is given by the CIA absorption coefficient, \( k^{(2)}(\nu) \), which is tabulated in the HITRAN CIA section discussed in this paper, in units of \( \text{cm}^2 \text{ molecule}^{-2} \). The wavenumber and absorption coefficient are tabulated in two-column format, where each band and temperature set is preceded by a header, formatted as defined in Fig. 2. In the collision-induced absorption literature, number densities are usually expressed in amagats, the number density of an ideal gas at standard temperature and pressure. The absorption coefficients can be converted as

\[
k(\text{cm}^2 \text{ molecule}^{-1}) = 1.385277 \times 10^{-39} \alpha (\text{cm}^{-3} \text{ amagat}^{-2})
\]

where \( \alpha \) and \( k \) represent the binary absorption coefficients in \( \text{cm}^{-3} \text{ amagat}^{-2} \) and \( \text{cm}^2 \text{ molecule}^{-2} \), respectively.

For mixtures containing multiple molecular species, for example A
Table 1
Summary of the different bands available in the HITRAN Cia Main and Alternate folders for all collisional systems. The “band description” specifies which (forbidden) monomer transitions the data set corresponds to and, where ambiguous, of which monomer.

See Fig. 5 for the assignment of the transitions.

<table>
<thead>
<tr>
<th>System</th>
<th>Folder</th>
<th>ν range (cm⁻¹)</th>
<th>T range (K)</th>
<th># of sets</th>
<th>Band description</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂ – H₂</td>
<td>Main</td>
<td>20–10,000</td>
<td>200–3000</td>
<td>113</td>
<td>Roto-translational, fundamental, 1st overtone</td>
<td>(Abel et al., 2011)</td>
</tr>
<tr>
<td>H₂ – N₂</td>
<td>Alternate</td>
<td>0–2400</td>
<td>40–400</td>
<td>120</td>
<td>Roto-translational</td>
<td>(Fletcher et al., 2018)</td>
</tr>
<tr>
<td>H₂ – He</td>
<td>Main</td>
<td>20–20,000</td>
<td>200–9900</td>
<td>334</td>
<td>Roto-translational, fundamental, 1st-4th overtone</td>
<td>(Abel et al., 2012a)</td>
</tr>
<tr>
<td>H₂ – H</td>
<td>Main</td>
<td>100–10,000</td>
<td>1000–2500</td>
<td>4</td>
<td>Roto-translational, fundamental, 1st overtone</td>
<td>(Gustafsson and Fromhold, 2003)</td>
</tr>
<tr>
<td>He–H</td>
<td>Main</td>
<td>50–11,000</td>
<td>1500–10,000</td>
<td>10</td>
<td>Roto-translational, fundamental, 1st overtone</td>
<td>(Gustafsson and Fromhold, 2001)</td>
</tr>
<tr>
<td>H₂ – CH₄</td>
<td>Main</td>
<td>0–1946</td>
<td>40–400</td>
<td>10</td>
<td>Roto-translational</td>
<td>(Borysow and Fromhold, 1986a)</td>
</tr>
<tr>
<td>N₂ – N₂</td>
<td>Main</td>
<td>1–1000</td>
<td>300</td>
<td>1</td>
<td>Roto-translational</td>
<td>(Bar-Ziv and Weiss, 1972)</td>
</tr>
<tr>
<td>CO₂ – He</td>
<td>Main</td>
<td>0–1000</td>
<td>300</td>
<td>1</td>
<td>Roto-translational</td>
<td>(Bar-Ziv and Weiss, 1972)</td>
</tr>
<tr>
<td>CH₄ – H₂</td>
<td>Alternate</td>
<td>1–697</td>
<td>70–296</td>
<td>5</td>
<td>Roto-translational</td>
<td>(Taylor et al., 1988)</td>
</tr>
<tr>
<td>CH₄ – CH₄</td>
<td>Alternate</td>
<td>0–990</td>
<td>200–800</td>
<td>7</td>
<td>Roto-translational</td>
<td>(Borysow and Fromhold, 1987)</td>
</tr>
<tr>
<td>CO₂ – H₂</td>
<td>Main</td>
<td>0–2000</td>
<td>200–350</td>
<td>4</td>
<td>Roto-translational</td>
<td>(Wordsworth et al., 2017)</td>
</tr>
<tr>
<td>CO₂ – CO₂</td>
<td>Main</td>
<td>1–75</td>
<td>200–800</td>
<td>10</td>
<td>Roto-translational</td>
<td>(Gruzina and Borysow, 1997)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000–1800</td>
<td>200–350</td>
<td>6</td>
<td>Fermi dyad</td>
<td>(Baranov and Viganos, 1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2510–2850</td>
<td>221–297</td>
<td>3</td>
<td>Fermi triad</td>
<td>(Baranov et al., 2003a)</td>
</tr>
<tr>
<td>N₂ – H₂</td>
<td>Main</td>
<td>0–1886</td>
<td>40–400</td>
<td>10</td>
<td>Roto-translational</td>
<td>(Borysow and Fromhold, 1986b)</td>
</tr>
<tr>
<td>N₂ – N₂</td>
<td>Main</td>
<td>0–554</td>
<td>200–309</td>
<td>9</td>
<td>Roto-translational</td>
<td>(Baranov et al., 2015a)</td>
</tr>
<tr>
<td>O₂ – O₂</td>
<td>Main</td>
<td>1150–1950</td>
<td>193–363</td>
<td>15</td>
<td>Fundamental</td>
<td>(Baranov et al., 2004)</td>
</tr>
<tr>
<td>O₂ – N₂</td>
<td>Main</td>
<td>1850–3000</td>
<td>301–363</td>
<td>5</td>
<td>Fundamental</td>
<td>(Baranov et al., 2005)</td>
</tr>
<tr>
<td>O₂ – Air</td>
<td>Main</td>
<td>1850–3000</td>
<td>301–363</td>
<td>5</td>
<td>N₂ fundamental</td>
<td>(Baranov et al., 2005; Menoux et al., 1993)</td>
</tr>
<tr>
<td>O₂ – Air</td>
<td>Alternate</td>
<td>1850–3000</td>
<td>301–363</td>
<td>5</td>
<td>N₂ fundamental</td>
<td>(Lafttery et al., 1996; Menoux et al., 1993)</td>
</tr>
</tbody>
</table>

\[ k(\nu) = k^{(A-A)}(\nu) \rho_A^2 + k^{(A-B)}(\nu) \rho_A \rho_B + k^{(B-B)}(\nu) \rho_B^2, \]

where \( \rho_A \) and \( \rho_B \) are the number densities of both molecular species. The current updated version of the HITRAN CIA database consistently tabulates binary CIA absorption coefficients \( k^{(A-A)}(\nu) \), \( k^{(A-B)}(\nu) \), and \( k^{(B-B)}(\nu) \) separately. By contrast, the previous version of the database also listed coefficients for different mixtures which had to be scaled...
with the square of the total number density \((\rho_A + \rho_B)^2\). This may have been confusing, and lead to deviations from Eq. (4)—especially when combined with interpolation or extrapolation schemes—and it was inconsistent with the tabulation of theoretical results which obtain \(k^{A-A}(\nu)\), \(k^{B-B}(\nu)\), or \(k^{A-B}(\nu)\) directly, without using mixtures. Fortunately, the only system for which results with different mixtures were previously reported was \(O_2 - N_2\). This issue has been fixed in the HITRAN2016 update (Gordon et al., 2017).

Also introduced in the HITRAN2016 update was the concept of an \(M - \text{Air}\) CIA section, which aims to combine \(M - O_2\), \(M - N_2\), and \(M - \text{Ar}\) as ready-to-use absorption coefficients for applications for the Earth’s atmosphere. To be explicit,

\[
- \frac{\ln [T(\nu)]}{L} = k^{(M-\text{Air})}(\nu) \rho_M \rho_{\text{Air}},
\]

with \(\rho_{\text{Air}} = \rho_{O_2} + \rho_{N_2}\). The \(M - \text{Air}\) data typically come from three sources:

1. The data may contain the sum of \(M - O_2\), \(M - N_2\), and \(M - \text{Ar}\) contributions, where these are separately available. These data should be consistent and hence preferably from the same source, which may be either experimental or obtained from calculations.
2. In many cases the 1% \(M - \text{Ar}\) data will be unavailable. In these cases, we typically provide 21:79 or 22:78 mixtures of \(M - O_2\), \(M - N_2\) contributions, depending on whether \(O_2\) or \(N_2\) is to be considered the better model for \(\text{Ar}\), which may depend on the transition considered, see Sections 3.4 and 3.7.
3. The data provided as \(M - \text{Air}\) may also directly come from experiments using either air or a similar mixture, e.g. synthetic air.

In summary: where available, the \(M - \text{Air}\) CIA section gives the recommended binary absorption coefficient. Users should not double count contributions by explicitly adding the contributions of \(M - O_2\), \(M - N_2\) or \(M - \text{Ar}\), which are already accounted for.

3. Data

3.1. \(N_2 - N_2\) roto-translational

3.1.1. Main folder

We updated the Main folder \(N_2 - N_2\) roto-translational spectrum with the theoretical spectra of Karman et al. (2015a). This replaces the older calculations by Borysow (Borysow and Frommhold, 1986c Borysow, n.d.). In more recent work (Karman et al., 2015a), quantum mechanical line shape calculations were performed, including anisotropic interactions, in the helicity-decoupling or coupled-states approximation. The coupled-states approximation was tested explicitly against coupled-channels calculations at low collision energies, and differences were found only in the region of scattering resonances for very low energies. At higher energies, the results of the calculations including anisotropy were found to approach the isotropic interaction approximation, which is usually invoked in quantum line-shape calculations. This validates that the isotropic approximation is reasonable at high temperature. The effect of interaction anisotropy is to increase the intensity at low temperature, leading to a predicted increase of approximately 20% at \(T = 78\) K for \(N_2 - N_2\). This effect is consistent with estimates made in Karman et al. (2018), based on a classical statistical mechanical method using the same potential and dipole surface. Recent experiments, as discussed in Section 3.1.2 below, suggest that the effect could be even larger.

3.1.2. Alternate folder

In the Alternate folder, we include new low temperature measurements of the \(N_2 - N_2\) roto-translational band (Sung et al., 2016). These are presently unpublished results, and a description of this experiment is given here, awaiting a dedicated publication.

The translation-rotation spectrum of nitrogen gas, from 30 to 300 cm\(^{-1}\), between the temperatures of 78 and 130 K, has been measured at the Jet Propulsion Laboratory using a Fourier transform spectrometer (FTS) coupled to a low temperature multiple-reflection absorption cell which has been previously described in detail (Wishnow et al., 1999; Moazzen-Ahmadi et al., 2015).

Measurements were conducted using an absorption pathlength of 52 m, and details of the spectrometer-detector systems have been previously described (Wishnow et al., 1999; Moazzen-Ahmadi et al., 2015). Background spectra were obtained interspersed between \(N_2\) spectra, with the cell filled with He gas at pressures and temperatures close to those of the \(N_2\) samples so that effects in the spectra due to window distortion, mirror alignment, or mirror reflectivity were minimized. The \(N_2\) and He gases used had stated purities of 99.999%, and gas pressures were between 0.6 and 2.5 atm. Spectra typically comprised an average about 72 interferograms, at a spectral resolution of 0.15 cm\(^{-1}\), requiring about 20–30 min of data collection.

Fig. 3 shows representative absorption coefficient spectra (absorbance divided by density squared) at four temperatures. At each temperature the estimated error is 3% of the peak of the curve. In the 78 K spectrum, this appears as a systematic non-zero offset that is observed at 250 cm\(^{-1}\). The solid curves are the new measurements, the red dot-dash curves denote Borysow model spectra (Borysow and Frommhold, 1986c Borysow, n.d.), and the diamonds indicate results from the Karman calculation, (Karman et al., 2015a) which is provided in the HITRAN Main folder as described above, in Section 3.1.1. The 78 K graph also shows a magenta curve denoting a previous low-wave-number spectrum obtained with this cell, but with a different spectrometer system (Wishnow et al., 1996), where these measurements have an error of ± 5% in the absorption. These previous measurements are 7% greater at the peak than the current measurements, but this difference is not significant given their uncertainties. Gaps in the spectra arise from wavenumber regions where acoustic resonances cause prominent spikes. The ripples in the spectra with a ~8 cm\(^{-1}\) period are attributed to blended \(N_2\)–\(N_2\) dimer transitions, examined previously (Wishnow et al., 1996). At each temperature, the measurements show stronger absorption than is predicted by the models. For the temperatures 78.3, 89.3, 109.6, and 129.0 K, the measurements at the peak exceed the Borysow models by 19, 14, 10, and 8%, respectively. The data in Dagg et al. (1985) at 126 K with experimental errors of ± 10% are lower than the present values at 129.0 K by 9%. Further details of these measurements and the temperature variation of the deviations from the models will be discussed in a forthcoming paper.

3.2. \(N_2\) fundamental in \(N_2\)–\(N_2\), \(N_2\)–\(O_2\) and \(N_2\)–\(Ar\)

In the Richard et al. (2012) effort, the fundamental band \(N_2\)–\(N_2\) data were provided based on data from Baranov et al. (2005) and Lafferty et al. (1996). It is worth mentioning that the data from Lafferty et al. (1996) corresponding to \(T = 243.15\) K had a reduced amount of significant figures resulting in the somewhat jagged appearance of the spectrum. One should also note that the dataset corresponding to \(T = 233\) K seems to disagree with the observations carried out with the ACE-FTS satellite measurements (Siörös et al., 2014). Lafferty et al. (1996) proposed an empirical expression allowing one to calculate the
N2 − N2 absorption (see Eq. (4) and Table 1 of that paper) at different temperatures (within the range encountered in the terrestrial atmosphere). Sioris et al. (2014) have noted some differences between the values calculated using that expression and experimental data from Lafferty et al. (1996) and Menoux et al. (1993), and proposed slight modifications to the coefficients reported in Table 1 of Lafferty et al. and also extended the wavenumber range from ≤ 2600 cm⁻¹ to ≤ 2640 cm⁻¹.

In the previous effort, no N2 − O2 values were provided in the region of the N2 fundamental. However, Menoux et al. (1993) reported that N2 − O2 and N2 − N2 absorption have identical shapes through the entire band, and that one can calculate the N2 − O2 CIA by scaling the N2 − N2 absorption. Lafferty et al. (1996) used the data from Menoux et al. (1993) to determine an empirical scaling expression [Eq. (7) of Lafferty et al., 1996] describing the temperature dependence of the ratio of N2 − O2 and N2 − N2 absorption. This expression was used in this work to calculate the N2 − O2 CIA in addition to the existing N2 − N2 values. Moreover, assuming 21.79 mixture of M − O2:M − N2 contributions to the N2 − Air values are also provided.

3.3. N2 − N2 first overtone

The N2 − N2 CIA data, which already contained the roto-translational and fundamental bands in HITRAN, was extended to include the first overtone region, near 2.16 μm. In this region, two processes contribute to the absorption: Either one of the two colliding molecules can make the ν = 2 ← 0 transition,

\[ N_2(ν = 2) + N_2(ν = 0) ↔ N_2(ν = 0) + N_2(ν = 0), \]  

(6)

or alternatively, double transitions can occur in which both molecules make ν = 1 ← 0 transitions,

\[ N_2(ν = 1) + N_2(ν = 1) ↔ N_2(ν = 0) + N_2(ν = 0). \]  

(7)

These processes lead to overlapping spectra which are not resolved individually, but their sum is observable in atmospheric spectra. The HITRAN line-by-line section also contains electric quadrupole transitions in this region.

Unlike in the fundamental region, the collision-induced band near the first overtone has not been measured extensively and only two papers at room temperature (Shapiro and Gush, 1966) and at 97.5 K (McKellar, 1989) exist. Up to this time atmospheric scientists have chosen to ignore this contribution or digitize room temperature plots from the 1966 work of Shapiro and Gush (1966).

Due to the lack of experimental data, the included N2 − N2 first-overtone CIA spectra have been calculated by Hartmann et al. (2017) using classical molecular dynamics simulations (CMDS). In these calculations, an ensemble of 10⁶ molecules has been simulated at constant temperature and number density. The auto-correlation function of the transition dipole moment has been obtained from these simulations, and its Fourier transform is computed to yield the absorption spectrum. The force field describing the N2 − N2 interactions is taken from Bouanich (1992), which uses site-site Lennard-Jones and Coulomb interactions. The transition dipole moment is estimated from long-range theory, using known multipole moments and polarizabilities of N2. The obtained spectra have been corrected by an empirical temperature-dependent scaling factor and wavenumber shift.

HITRAN CIA tabulates spectra for N2 − N2 at 14 temperatures between 200 and 330 K, which are also covered in the roto-translational and fundamental bands. These have been obtained from an interpolation scheme, Eq. (3) of Hartmann et al. (2017). The absorption by N2 − N2 at 300 K is shown in Fig. 4, together with the roto-translational and fundamental bands.

3.4. N2 − Air first overtone

The collision-induced band near the first overtone of N2 is also provided for air mixtures, as determined from the semiempirically-corrected CMDS calculations in Hartmann et al. (2017). In addition to the N2 − N2 contribution discussed above, this includes an estimate of the N2 − O2 contribution to the CIA in this band. The N2 − O2 contribution is obtained from similar CMDS calculations, where the dipole moment surface is again estimated from molecular multipole moments and polarizabilities, and the N2 − O2 interaction potential is estimated from models of the N2 − N2 and O2 − O2 potentials.

The air mixture used in the calculations is 22% O2, and 78% N2, as O2 is considered to be an appropriate model for the missing 1% argon: Argon, like O2 but unlike N2, does not contribute through double transitions.
Fig. 4. Semi-logarithmic plot with roto-translational, fundamental and first overtone bands of N₂ − N₂ at T = 300 K. Data shown for these three bands are those contained in the Main folder, which are originally from Karman et al. (2015a), Baranov et al. (2005), and Hartmann et al. (2017), respectively.

As shown in Hartmann et al. (2017), these spectra can be applied to determine the baseline in atmospheric spectra near 2.16 μm. As a consistency check, it is shown that the correct known atmospheric N₂ mole fractions are retrieved. The effects of including the N₂ − Air CIA from these new data, rather than by fitting the curvature of the background, on the retrieval of other molecules were also discussed (Hartmann et al., 2017).

3.5. Newly added O₂ − O₂ a′Δg ← XΣg− (2,0) and b′1Σg+ (1,0) bands

Collision-induced absorption for various electronic transitions of O₂ are already included in HITRAN. Here, the set is extended with the a′Δg ← XΣg− (2,0) and b′1Σg+ ← XΣg− (1,0) bands from Spiering and van der Zande (2012) and Spiering et al. (2011), respectively. In both cases, these are obtained from cavity ring-down spectroscopy experiments. Measurements were performed using pressure ramps, where the density was increased up to 5–7 amagat. The collision-induced contribution was determined by fitting a quadratic pressure dependence, after removing monomer absorption, including line mixing (which was not needed for ν = 2) and Rayleigh scattering.

The experimental data contain considerable scatter and, in order to provide smooth spectra for the database, we performed a fit to the simple line-shape function

\[ L(\nu) = \begin{cases} \frac{I}{I^2 + (\nu - \nu_0)^2} & \text{for } \nu \geq \nu_0, \\ S \exp \left[ \frac{h(\nu - \nu_0)}{k_B T} \right] \frac{I}{I^2 + (\nu - \nu_0)^2} & \text{for } \nu < \nu_0. \end{cases} \]  

(8)

This line-shape function corresponds to a Lorentzian in the blue wing, whereas the red wing is weaker by a Boltzmann factor, in accordance with an approximate detailed balance relation derived in Karman et al. (2018). The fit parameters S, I, and ν₀ determine the intensity, width, and position of the Lorentzian blue wing, whereas the asymmetry of the profile is determined by the thermal energy, k₆T, without adjustable parameters. The resulting fits are shown in Fig. 6, and essentially reproduce the experimental data to within their scatter or error bars.

Collision-induced absorption for all O₂ − O₂ bands included in HITRAN is shown in Fig. 5.

3.6. Updated O₂ − O₂/N₂/Air a′Δg ← XΣg− (1,0) and b′1Σg+ (0,0) bands

The O₂ − O₂ a′Δg ← XΣg− (1,0) band was updated with cavity ring-down experimental data on O₂ − O₂ and O₂ − N₂ from Karman et al. (2018), similar to those described in Section 3.5. This update replaced the data of Greenblatt et al. (1990).

The Alternate folder contains the O₂ − Air b′1Σg+ ← XΣg− (0,0) data of Drouin et al. (2017). These spectra have been obtained in a multi-spectrum fitting approach that was fitted to laboratory data in the P-branch, but with CIA extracted from the total carbon column observing network (TCCON) atmospheric data for the B-branch (Wunch et al., 2011a). When used together with the speed-dependent Voigt (SDV) monomer line list available in HITRAN, these data reduce systematic biases between remote sensing and validation measurements. The results previously available from Tran et al. (2006) are still available in the Main folders for O₂ − O₂, O₂ − N₂, and O₂ − Air. These spectra are significantly broader and less structured, and seem to be in better agreement with the theoretical study of Karman et al. (2018), the data of which are available in the Alternate folders and discussed in Section 3.7. The differences are discussed in Karman et al. (2018). Further experimental studies are needed to address this issue.

We stress that the O₂ − Air b′1Σg+ ← XΣg− (0,0) A-band contained in the Alternate folder is recommended for use together with the SDV monomer line list from HITRAN2016 (Gordon et al., 2017). The O₂ − Air data in the Main folder is consistent with the O₂ − O₂/N₂ data and matches closely with independent theoretical results, but leads to larger systematic biases in atmospheric retrievals.

3.7. Updated O₂/N₂/Air a′Δg ← XΣg− (0 − 2,0) and b′1Σg+ ← XΣg− (0 − 1,0) temperature dependence

Here, we include the theoretical temperature dependence of the a′Δg ← XΣg− (0 − 2,0) and b′1Σg+ ← XΣg− (0 − 1,0) bands from Karman et al. (2018). For these transitions, experimental data are typically available for a single temperature, or a limited set of temperatures in a range where the temperature dependence is weak. Temperature extrapolation is provided in the relevant Alternate folders where the estimates are formed as follows: Absorption spectra were
calculated in the isotropic interaction approximation for temperatures between 78 K and 400 K, and subsequently corrected for interaction anisotropy using a statistical mechanical model. These spectra were subsequently scaled by an overall, temperature-independent factor, which was determined by fitting to the experimental data at the available temperature.

The above estimates are also given for the vibrational transitions, where experimental data are available, although the model calculations do not explicitly include the vibrational coordinates.

Estimated are similarly given for O$_2$ − N$_2$. In this case, only the relevant “spin-orbit” mechanism contributes (Karman et al., 2018), and the N$_2$ polarizability is used to compute the model transition dipole moment. Otherwise, the calculation is unchanged from the O$_2$ − O$_2$ system. Data for O$_2$ − Air is estimated as 21% O$_2$ − O$_2$ and 79% O$_2$ − N$_2$. Nitrogen is considered a reasonable model for the missing 1% Argon, which is diamagnetic, like N$_2$.

3.8. O$_2$ − O$_2$ double electronic transitions

The experimental spectra for the O$_2$ − O$_2$ double electronic transitions between 630 and 344 nm were updated (Thalman and Volkamer, 2013). The observed bands correspond to transitions where both molecules are initially in the electronic and vibrational ground state, $X^3\Sigma_g^+ + X^3\Sigma_g^−$, to excited states of the complex where both molecules are excited electronically, $a^1\Delta_g + a^1\Delta_g (v = 0, 1, 2)$, $a^1\Delta_g + b^1\Sigma_g^+ (v = 0, 1, 2)$, and $b^1\Sigma_g^+ + b^1\Sigma_g^+ (v = 0, 1)$. In this notation, by $v$ we denote the total quanta of vibrational excitation in the complex. For example, the $a^1\Delta_g + a^1\Delta_g (2,0)$ band has contributions from the following vibronic transitions,

$$\alpha \Delta v \alpha \Delta v X v X v \alpha \Delta v \alpha \Delta v X v X v$$

and the $a^1\Delta_g + b^1\Sigma_g^+ (1,0)$ band consists of

$$\alpha \Delta v \alpha \Delta v X v X v \alpha \Delta v \alpha \Delta v X v X v$$

Fig. 6. Panels (a), (b), and (c) show the experimental data and modified Lorentzian fit thereto, included in HITRAN, for the $a^1\Delta_g \leftarrow X^3\Sigma_g^-(1,0), (2,0),$ and $b^1\Sigma_g^+ \leftarrow X^3\Sigma_g^-(1,0)$ bands, respectively.

Fig. 7. Roto-translational, $\nu_1/2\nu_2$, $2\nu_1/\nu_2$, and $\nu_2 + \nu_3$ bands of CO$_2$ − CO$_2$ at $T = 313$ K and $T = 800$ K. The dotted part of the lines denotes the region $\nu < 250 \text{ cm}^{-1}$, which was already available in HITRAN (Richard et al., 2012). Data for the four bands shown are from Gruszka and Borysow (1997), Baranov and Vagasin (1999), Baranov et al. (2003a), and Baranov (2018), respectively.
Interestingly, the intensities for these simultaneous transitions in this region do not follow Franck-Condon factors at all. The \((1,0)\) vibrational transitions for the \(a^1\Delta_g + a^1\Delta_g\) and \(b^3\Sigma_g^+ + b^3\Sigma_g^+\) electronic transitions are even observed to be stronger than the \((0,0)\) bands. There is no theoretical prediction of these intensities, except for the qualitative argument that the exchange-induced transition dipole moment may be strongly dependent on the vibrational coordinate, such that one may expect the scaling with Franck-Condon factors to break down completely (Karman et al., 2018). This is in agreement with the \(a^1\Delta_g(\nu > 0)\) and \(b^3\Sigma_g^+(\nu > 0)\) single transitions, which in \(\text{O}_2^–\text{O}_2\) are observed and are stronger than expected on the basis of Franck-Condon factors, whereas the \(\text{O}_2^–\text{N}_2\) transitions—which are not driven by exchange—are weak and not observed (Karman et al., 2018).

For all double transition bands, an increase in the peak absorption cross-section at lower temperatures corresponds to a narrowing of the spectral band width, which is relatively more pronounced at temperatures below 253 K. The integrated cross-section remains constant for temperatures between 203 and 293 K (Thalman and Volkamer, 2013). This temperature effect has been confirmed by field observations of \(\text{O}_2^–\text{O}_2\) near 477 nm in limb spectra in a cold Rayleigh atmosphere, and in direct-sun DOAS measurements from the ground (Spinei et al., 2015). Bound O\(_4\) dimer absorption had been observed in molecular beam experiments; however it appears that at the temperatures accessible in the Earth atmosphere \(\text{O}_2^–\text{O}_2\) absorption can essentially be explained by CIA (Thalman and Volkamer, 2013).

Further laboratory work is needed to better decouple absorption by \(\text{O}_2^–\text{O}_2\) CIA from overlapping absorption by the gamma band of \(\text{O}_2\) near 630 nm. Furthermore, \(\text{O}_2^–\text{O}_2\) absorption bands of the \(a^1\Delta_g + b^3\Sigma_g^+(\nu = 2)\) and \(b^3\Sigma_g^+ + b^3\Sigma_g^+(\nu = 3)\) transitions have been observed in atmospheric spectra around 419 nm and 328 nm (Lampel...
There are currently no gas-phase laboratory spectra of these bands. Despite the weakness of these bands, they potentially still interfere with atmospheric remote sensing of trace gases.

HITRAN now includes the spectra for the double electronic transitions recorded by Thalman and Volkamer (2013). This replaces the previous data by Hermans (n.d.). The new data set agrees to within 5% with the old data for the strong bands at room temperature, but also provides data for lower temperatures, down to 200 K. The vibration-electronic bands of $\text{O}_2 - \text{O}_2$ can be seen in Fig. 5.

### 3.9. $\text{CO}_2 - \text{CO}_2$ roto-translational band

The roto-translational band, adapted from Gruszka and Borysow (1997) was revised in the present update. It was shown by Wordsworth et al. (2010), that many atmospheric models are sensitive to absorption in the 250-500 cm$^{-1}$ window, particularly when the atmospheric abundance of H$_2$O is low, as is the case on Venus and Mars. Therefore, the data of Gruszka and Borysow (1997), which has been calculated only up to 250 cm$^{-1}$, has been extrapolated assuming exponential decay of the wings. Especially for the higher temperatures, there is substantial absorption beyond 250 cm$^{-1}$. This is illustrated in Fig. 7.

The nominal temperature range for which the roto-translational band was simulated in Gruszka and Borysow (1997) extends from 200 K to 800 K. It is worth pointing out that the measurements at 200 K, carried out recently at the AILES facility of the SOLEIL synchrotron, (Joalland et al., 2016) revealed a notable departure of observed roto-translational band shape from that calculated in Gruszka and Borysow (1997). Although these measurements require further verification, one has to consider possible increased absorption near the band maximum and diminished absorption in the long-wave wing. This inconsistency between low temperature measurements and calculations from Gruszka and Borysow could be due to the contribution from true bound carbon dioxide dimers, which were largely disregarded in the molecular dynamics simulations of Gruszka and Borysow (1997). Later, more advanced molecular dynamics calculations have been carried out in Hartmann et al. (2011). Here, a significant underestimate of the calculated absorption below 50 cm$^{-1}$ was observed in the low-temperature spectra. Among other effects, the lack of dimer absorption was mentioned in Hartmann et al. (2011) as a possible cause of departure among molecular dynamics simulations and observations.

---

**Fig. 10.** The measured $\nu_2 + \nu_3$ CIA band profile (Baranov, 2018). Red arrows show the location of strongest transitions (at 294.8 K) of O-, Q-, and S-branches corresponding to conventional CIA selection rules $\Delta J = 0, \pm 2$. The blue arrow indicates the strongest transition of the R-branch ($\Delta J = 1$), the position of which matches surprisingly closely with the observed band maximum. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Fig. 11.** Comparison between the simulated $\text{N}_2 - \text{H}_2\text{O}$ CIA spectrum of Hartmann et al., 2018b (red line), now included in HITRAN, and the experimental spectrum of Baranov et al., 2012 (blue symbols), both at 352 K. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
3.10. CO$_2$ – CO$_2$ at 7.5 μm

We extend the CO$_2$ – CO$_2$ dataset with the measured absorption spectra near the $\nu_1/2\nu_2$ monomer vibrational transitions. These spectra have been measured accurately by Baranov, initially at 291 K and subsequently in the extended temperature range 193 – 360 K (Baranov et al., 2004).

Fig. 8 shows the binary absorption spectrum after subtraction of minor contamination from water vapor and allowed monomer lines of the less abundant $^{16}$O$_1^{12}$C$_1^{18}$O isotopologue. The spectra obtained show sharp and strongly temperature-dependent P,Q,R–structures superimposed on a smoother and broader background of both Fermi coupled components. The positions of the sharpest Q–branches correspond closely to those detected during the coherent anti-Stokes Raman spectroscopy (CARS) probe of (CO$_2$)$_2$ dimers formed in a supersonic expansion (Huisken et al., 1997). Although they are rotationally unresolved at room temperature, the shape of the structured features seated atop a smoother background indicates that they are due to “centrosymmetric parallelogram structure” van der Waals-bound CO$_2$ – CO$_2$ dimers (Baranov and Vigasin, 1999; Baranov et al., 2003b).

3.11. CO$_2$ – CO$_2$ 2($\nu_1/2\nu_2$) at 3.75 μm

The Fourier transform spectra in the range of the Fermi triad were measured with 0.5 cm$^{-1}$ resolution at T = 211, 235, and 297 K using two White type multi-pass cells of 30 m and 84 m optical path lengths (Baranov et al., 2003a). The noise level in the two lower temperature spectra is significantly more pronounced than that in the room temperature spectrum. Nevertheless the presence of true dimer features can be clearly traced even by eye at least in the high-wavenumber components of the three coupled CIA bands at pressure as low as near 1 atm. Fig. 9 shows the CIA profile of the Fermi triad after removal of the allowed isotopic bands and the strong wing of the $\nu_3$ CO$_2$ band.

3.12. CO$_2$ – H$_2$

Collision-induced absorption by CO$_2$ – H$_2$ complexes makes an important contribution to the climate balance of weakly reducing CO$_2$-rich atmospheres, and has been suggested to be important for the resolution of the faint young Sun problem (Wordsworth et al., 2017). In fact, the CO$_2$ – H$_2$ CIA may be far more efficient than other contributors, such as N$_2$ – N$_2$, because the roto-translational band of CO$_2$ – H$_2$ extends to higher wavenumbers. Importantly, this gives rise to absorption of outgoing radiation in the 250–500 cm$^{-1}$ spectral window of the early Martian atmosphere, near the peak of the black-body emission spectrum for temperatures in the 250 – 300 K range (Wordsworth and Pierrehumbert, 2013).

Here, we included the estimate of the CO$_2$ – H$_2$ CIA spectra as Fig. 12.
modeled by Wordsworth et al., 2017. The model assumes that the spectrum of CO$_2$−H$_2$ can be approximated as a linear combination of the spectra of both pure substances, CO$_2$−CO$_2$ and H$_2$−H$_2$. Binary absorption coefficients for these latter spectra are weighted by two coefficients which were determined based on the zeroth order spectral moments for roto-translational bands of pure gases, as well as the newly calculated zeroth spectral moment for CO$_2$−H$_2$ molecular pairs. The zeroth moment characterizes the integrated intensity of the band and can be calculated either in terms of the integral of the binary absorption coefficient over the wavenumbers or using the squared induced dipole integrated over the phase space, see Frommhold, 2006. The zeroth moment was calculated in Wordsworth et al., 2017 in the classical approximation using $ab$ initio potential energy and dipole moment surfaces for CO$_2$−H$_2$. To check the validity of retrieved spectra, the same procedure was applied to reproduce CIA spectra for the similar system N$_2$−H$_2$, for which experimental and calculated band shapes are known. Satisfactory agreement of this test simulation largely supports prediction of the CO$_2$−H$_2$ spectrum, although the accuracy of this estimate remains uncertain until more sophisticated methods are used to retrieve the CIA spectral shape for this system.

3.14. CO$_2$−CH$_4$

Like CO$_2$−H$_2$ discussed in the previous section, CO$_2$−CH$_4$ is an efficient absorber of outgoing long-wave radiation relevant to CO$_2$-rich atmospheres. Also for this collisional pair, no experimental or theoretical line shapes are available, and we included the estimates of the model calculations of Wordsworth et al., 2017. The reader is referred to the previous section, 3.13, for a summary, or to the original research article for a more detailed description (Wordsworth et al., 2017).

3.15. N$_2$ fundamental in N$_2$−H$_2$O

Laboratory measurements of the absorption in the fundamental band of N$_2$ induced by collision with H$_2$O have been presented in Baranov et al., 2012. These data were obtained from measurements made for several N$_2$−H$_2$O mixtures with various partial pressures of H$_2$O complemented with about 4 bars of N$_2$ (Baranov, 2011). Absorption was studied at four temperatures (326, 339, 352, and 363 K), but due to the relatively large uncertainties, no reliable temperature dependence could be retrieved that would enable extrapolations to lower temperatures, relevant to the Earth’s atmosphere. Therefore, we included N$_2$−H$_2$O CIA from the classical molecular dynamics calculations of Hartmann et al., 2018b. This approach is very similar to that used previously for the overtone band of N$_2$−N$_2$ and N$_2$−O$_2$, as discussed in Section 3.3. Molecular dynamics simulations were performed with an anisotropic N$_2$−H$_2$O intermolecular potential and an induced dipole limited to its long range components based on the electric multipoles and polarizabilities. These classical simulations, free of any parameter adjusted to measurements, were corrected for the quantum nature of the Q transitions of H$_2$O, and lead to very satisfactory agreement with measurements as shown in Fig. 11. The model was then used for calculations at the temperatures of 270, 290, and 310 K more adapted to calculations dedicated to spectra of the Earth atmosphere (Hartmann, 2018).
3.16. Helium-containing collision pairs

It has been proposed that Helium-rich exoplanetary atmospheres may be relatively common (Hu et al., 2015). Hence, we included data of roto-translational spectra for some potentially-relevant helium-containing collision systems, namely CH$_4$ – He, N$_2$ – He, and CO$_2$ – He. The newly included spectra are shown in Fig. 12.

3.16.1. CH$_4$ – He

We here included the model line shapes by Taylor et al. (1988) for the roto-translational band of CH$_4$ – He for frequencies up to 500 cm$^{-1}$ and temperatures between 40 and 350 K. These model line shapes closely reproduce the calculations of Taylor et al. (1988), which were fit to experimental data from Bar-Ziv and Weiss (1972) and Afanas'ev et al. (1980). Thus, these are semiempirical rather than ab initio calculations. Therefore, they are best considered to yield smooth absorption spectra that closely reproduce the experimental data, with a smooth temperature dependence. It was shown more recently that pure ab initio calculations are not in agreement with these experimental results, presumably due to frame distortions of the tetrahedral CH$_4$ molecule, which are not included (Buser and Fromhold, 2005). These were also not included in the older calculations included here (Taylor et al., 1988), but these effectively corrected for this effect by fitting the dipole function to the experimental absorption spectrum.

3.16.2. N$_2$ – He and CO$_2$ – He

For N$_2$ – He and CO$_2$ – He, we also provide roto-translational bands for frequencies up to 1000 cm$^{-1}$ at $T = 300$ K. In this case, we used only the “isotropic overlap term” modeled by a K$_0$ line shape, the definitions of which are found in Taylor et al. (1988). The experimental data were taken from Bar-Ziv and Weiss (1972), by digitizing Fig. 2 of that paper. The model line shapes were fit to these experimental data.

3.17. H$_2$ – H$_2$ low-temperature roto-translational band

Interaction-induced absorption of pairs of hydrogen molecules are of great importance for the opacity of the atmospheres of the four giant planets of our solar system. At temperatures typical for these atmospheres a small, but significant, fraction of the hydrogen molecules will be attached to each other in (H$_2$)$_2$ dimers. The dimers add sharp structures to the otherwise quasi-continuous collision-induced spectrum. Decades ago, these features were identified in the spectra of Jupiter and Saturn, recorded in the Voyager mission (Fromhold et al., 1984; McKellar, 1984), and they have been studied both in the laboratory (McKellar, 1988) and theoretically (Meyer et al., 1989).

Here we report on recently computed absorption data for pure hydrogen, which includes dimer features. It is an extension of the existing data set (Orton et al., 2007), which has no dimer contributions. Details of the computations, and applications of the data in modeling of planetary spectra, are available in Fletcher et al. (2018). The computations are based on the potential energy surface from Schäfer and Köhler (1989) and the dipole surface from Meyer et al. (1989). The dynamics are treated quantum mechanically and the full anisotropic potential is accounted for in the case of bound-to-bound transitions. In all transitions where continuum states are involved, the isotropic potential approximation is applied. This choice is based on prior computational investigations (Gustafsson et al., 2003; Karman et al., 2015b).

In Fig. 13 the computed data are compared with laboratory measurements. Satisfactory agreement is observed in this and further comparisons (Fletcher et al., 2018) with experiments.

The HITRAN database now includes these spectra for frequencies up to 2400 cm$^{-1}$, at 10 temperatures, from 40 to 400 K. Data are available for both equilibrium H$_2$ and normal H$_2$, which has a 3:1 ortho:para ratio, as well as for 10 other out-of-equilibrium ortho:para ratios that can be used to model diffusion between atmospheric layers of different temperatures (see also Section 6) Modeling of giant planet spectra with the new absorption data as input reproduces the dimer features observed for all four giant planets (Fletcher et al., 2018). The need of out-of-equilibrium hydrogen in the modeling is generally reduced.

4. Atmospheric validations

The O$_2$ – Air CIA has been validated using a portable ground-based FTS, which measures direct solar radiation from 5600 to 12,000 cm$^{-1}$ at a spectral resolution of 0.5 cm$^{-1}$ (Gisi et al., 2012; Chen et al., 2016). The O$_2$ CIA is easily discernible in the high air-mass spectra at the $\Delta g \leftrightarrow X^2\Sigma_g^−(0,0)$ band at 1.27 $\mu$m and the $\Delta g \leftrightarrow X^2\Sigma_g^−(1,0)$ band at 1.06 $\mu$m (Fig. 14a–b, d–e). The O$_2$ lines at the $\Delta g \leftrightarrow X^2\Sigma_g^−(0,0)$ band have been widely used by the ground-based FTS to retrieve air mass (Yang et al., 2002 Wunch et al., 2011a), but the O$_2$ CIA was usually only treated empirically (Kiel et al., 2016). Here we include the updated HITRAN O$_2$ – Air CIA in the line-by-line forward model. The H$_2$O, CO$_2$, and O$_2$ line parameters are from HITRAN 2016 (Gordon et al., 2017) assuming a Voigt profile. Pressure, temperature, and CO$_2$/H$_2$O vertical profiles were adopted from the GGG2014 Software Suite (Wunch et al., 2011b). In addition, a scalar continuum level and a linear tilt are included in the fitting. The residual between the observed FTS spectra and the forward model is minimized using Levenberg–Marquardt nonlinear least square fitting.

Fig. 14 shows fits to an FTS spectrum collected at Cambridge, MA (42.377162 N, −71.13461 W) at 20:07:43 EDT on 24 June 2016. The $\Delta g \leftrightarrow X^2\Sigma_g^−(0,0)$ band is shown by Fig. 14a–c, where the empirical pseudo line list from GGG2014, which was derived from multiple laboratory and atmospheric spectra, empirically-adjusted theoretical CIA spectra from Karman et al. (2018), and the experimental CIA spectra from Maté et al. (1999) were tested in the fitting. The spectrum from Karman et al. (2018) captures the general shape and shows less kurtosis than the experimental spectra and the FTS atmospheric observation. The fitting residuals shown in Fig. 14c also reflect minor deviations of theoretical CIA from observation near 7950 cm$^{-1}$. Similarly, the fitting results for the $\Delta g \leftrightarrow X^2\Sigma_g^−(1,0)$ band are shown in Fig. 14d–f. The experimental CIA spectrum is from Karman et al. (2018) and shows the best agreement with FTS atmospheric observation.

5. Wish-list

While many interacting CIA pairs have yet to be studied experimentally and/or theoretically, some are of more importance to atmospheric studies than others. As we have discussed, CO$_2$ – CO$_2$, CO$_2$ – H$_2$, and CO$_2$ – CH$_4$ all deserve more detailed study in the critical 0–1000 cm$^{-1}$ wavelength range in the future. For early Earth and exoplanet applications, the interaction of H$_2$O with other species also deserves further study. In some exoplanet atmospheres, noble gases (He, Ne, and Ar) may be significantly more abundant than in the atmospheres of Earth, Venus, and Mars, and so their interaction with absorbers like CO$_2$ and H$_2$O also deserves detailed analysis.

In the near future, it will probably be most feasible to maintain a focus on the relatively low wavenumber regime and an Earth-like temperature regime (~150–350 K). However, CIA processes are also likely to be important for hotter planets, including those with a surface magma ocean, as may have been the case for the early Earth and Venus (e.g., Zahnle et al., 2007). For this reason, CIA calculations or experiments up to higher temperatures and wavenumbers are also desired.

5.1. Astrophysical applications

The importance of collision-induced absorption by H$_2$ – H$_2$ and H$_2$ – He in astrophysical applications, including acting as a coolant in star formation, and affecting the spectra of stars, is well recognized and summarized in the review paper, Abel and Fromhold, 2013. Other atomic species, as well as strongly bound molecules, may also have significant abundances in stellar atmospheres.
Table 2 shows number densities of various species, as a function of Rostelland optical depth in the atmosphere, that result from a schematic model photosphere for a typical M dwarf with effective temperature 3500 K, log surface gravity 5.0, and solar abundances (Kurucz and Robert, 2017). Included in the table are number densities for atoms and molecules that are relatively abundant but that do not have significant allowed transitions in the near UV, visible, and IR at these temperatures. These species collide with each other which gives rise to collision-induced absorption through the IR to the UV. Except for H2 − H2 and H2 − He (Abel et al., 2011 Abel et al., 2012b), these species have not been investigated at stellar temperatures. They may be strong or irrelevant. From the table it is clear that there are significant densities for N2 and for Ne in addition to H2 and He. A wish list of collision-induced absorption data includes the pairs N2 − H2, N2 − Ne, N2 − Ne, N2 − Ne, and H2 − Ne for M dwarf stars, for temperature up to several thousand kelvin and for extended wavenumber ranges. Lower temperatures are also relevant to brown dwarfs.

6. Remarks on spin statistics

The previous release of HITRAN CIA has generated questions regarding the recommended data for different spin-statistics, effectively for H2. At low temperature, the ortho-para ratio of H2 at thermal equilibrium (eq − H2) differs from 3:1, with the para contribution being enhanced. If H2 is cooled down in the absence of a magnetic catalyst, the nuclear spin ratio will not change on experimentally relevant time scales, and one can record spectra of “normal” H2 (n − H2) which has a 3:1 ortho/para ratio even at lower temperature. For H2 − He and H2 − H2, the recommended data in the Main folder are available for temperatures above 200 K, where there is essentially no distinction between normal and equilibrium H2. For H2 − He, the Alternate folder contains data down to T = 40 K for both n − H2 and eq − H2.

For H2 − H2, data down to T = 40 K is provided for eq − H2, n − H2, and a range of intermediate non-thermal ortho/para ratios, that can be used to model sub-equilibrium H2 resulting from diffusion between atmospheric layers of different temperatures (Fletcher et al., 2018). Questions have been raised concerning the temperature range between 200 and 400 K, where the data sets overlap but do not agree exactly. In this range, the data in the Main folder is recommended. The data in the alternative database is therefore necessary only for low temperatures, where the differences between n − H2 and eq − H2 are significant. As shown for H2 − He in Fig. 15 (Borysow et al., 1988), the effect of the spin statistics is pronounced at the lowest temperature, T = 40 K, but has disappeared well before T = 200 K, where both data sets overlap. Applications to hot Jupiters and brown dwarfs should not be concerned with the effect of spin statistics, and should use the recommended data in the Main folder.

7. Conclusions

Collision-induced absorption plays an appreciable role in the total absorption of radiation in atmospheres of terrestrial and extra-solar planets, cool white dwarfs, brown dwarfs, cool main sequence stars, so-called first stars, etc. It is not surprising that our original effort (Richard et al., 2012) of adding CIA parameters for different collisional partners to the HITRAN database was warmly welcomed by atmospheric scientists and astrophysicists. Nevertheless, there is a growing demand to improve and especially extend existing CIA data in HITRAN. This is in part due to anticipation of future observations of exoplanetary atmospheres that will have extremely diverse atmospheres in terms of constituents, temperature, and pressure. Remaining deficiencies described in the Richard et al. (2012) paper have inspired many new laboratory measurements and theoretical calculations. Here we made use of most recent available laboratory and theoretical results and carried out a substantial update to the CIA section in HITRAN. The update features improvements to the existing data, extension of spectral and temperature ranges as well as addition of new collisional pairs. Fig. 1 summarizes the current state of the CIA section in HITRAN including this update, and extensive details about the origin and choices of data are given throughout the paper. Remaining white cells in Fig. 1 as well as Section 5 indicate that this work by no means is complete and more measurements and calculations as well as their validations are needed. Once sufficient amounts of new information will become available, the next update of the CIA section will be issued.

It is worth noting that sometimes it is non-trivial to track down the actual data in the published articles. In fact we had a paper about this (Gordon et al., 2016). We strongly encourage scientists to report their data in the supplementary materials of the journals or (a much less preferable option) on some well-maintained internet resources before the data are lost permanently.

Instructions for accessing the CIA section of the HITRAN database can be found on the HITRAN website (www.hitran.org/cia). We also provide the data as supplementary material to this paper. Note that, unlike the website, the supplementary materials contain only new (with respect to Richard et al. (2012) effort) or updated data. Unlike the line-by-line and cross-sections parts of the HITRAN database which are cast into the SQL structure described in Hill et al. (2016), the CIA files are still provided in static ASCII format accompanied with a reference Table. In the near future, CIA parameters will also be cast into SQL structure. Access through the HITRAN Application Programming Interface (HAPI) (Kochanov et al., 2016) will also be enabled. Thus, calculations of absorption coefficients, cross-sections, etc. using HAPI will be implemented.

New data from a number of recent papers devoted to the CIA of different collisions (Mondelain et al., 2018 Banerjee et al., n.d. Turbet et al., 2019), will be evaluated for the next update of the CIA section. If their validation is successful, these data will appear in the next edition of the HITRAN database in 2020. Special consideration will be given to the O2-N2 and effectively O2-Air in the region of the O2 fundamental (covering the region of 1200–1900 cm−1). As can be seen from Table 1, at the moment, HITRAN contains only O2-O2 data in that region from (Baranov et al., 2004). The most recent papers that report comprehensive studies of O2-N2 CIA in that region are Thibault et al. (1997)
and Maté et al. (2000). Unfortunately, it was established that the data from Maté et al. (2000) (which claims much smaller uncertainties than Thibault et al. (1997)) are permanently lost, leaving digitizing the plots that were given for some of the cross-sections as the only option. However, in the process of the revision of our paper we were able to find the data behind (Thibault et al., 1997). The existing data will be evaluated and included in the next edition of the database.

While the experimental data presented in this paper effectively contain isotopeologues in their natural terrestrial abundances, the theoretical data do not have isotopic contributions included. This is something to keep in mind. However the importance of these contributions for interpreting planetary atmospheres may be quite small, although it is worth looking into HD–H2 CIA. It is also an interesting system from a theoretical point of view as HD, which has a small dipole moment, interference can be observed between the permanent and the interaction-induced dipoles (Tabisz, 2010).

Due to the numerous requests from the user community to include water continuum into HITRAN, some explanations are in order. Indeed the physical nature of the water continuum has much in common with the CIA. Interaction among water vapor molecules and molecules contributes to the overall “water” continuum, which has to be interpreted in terms of CIA. However, modification of the CIA theory to describe the water continuum is overly complicated since contributions from permanent and induced dipoles are heavily entangled in the case of interacting molecules with permanent dipole moments. So far, no theory could accurately model the continuum, and the different contributions are difficult to separate in experimental spectra. Nevertheless, some empirical models of the water continuum exist and we refer readers to the MT_CKD model, which is arguably the best model that currently exists (Mlawer et al., 2012).
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