Combining the discrete variable representation with the S-matrix Kohn method for quantum reactive scattering
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In order to reduce the memory requirements of quantum reactive scattering calculations based on delocalized basis sets, we use a discrete basis in a single interaction region coordinate system, resulting in a sparse Hamiltonian matrix. The resulting set of linear equations is solved via an iterative method which exploits their sparsity. Other important features of our formalism are the use of a truncated grid and distorted waves used to shrink the interaction region, and therefore the basis size. We demonstrate the method and assess its efficiency for the reaction D+H$_2$→DH+H, at a total energy of 0.9 eV and zero total angular momentum ($J=0$).

I. INTRODUCTION

In recent years, methods using square-integrable (L^2) basis functions have been successfully applied to quantum reactive scattering calculations of several three-atom systems. A feature common to these methods, whether based on the S-matrix version of the Kohn variational principle (SKVP)\textsuperscript{1-5} or on the (Generalized) Newton variational principle,\textsuperscript{6} is the construction of the Hamiltonian matrix in an L^2 interaction region basis set and the subsequent solution of a large set of linear equations. The present paper is based on the SKVP (also a log derivative version of the Kohn variational principle exists\textsuperscript{5}). Usually, a direct method (LU-decomposition\textsuperscript{6}) is used to solve the linear equations. This requires storage of the Hamiltonian matrix in the fast memory of the computer (if one stores the matrix on disk then the paging cost becomes great), which becomes a bottleneck for problems that require larger basis sets. Alternatively, iterative methods can be used to solve the linear equations. Such methods only require the Hamiltonian in operator form, i.e., as a subroutine to perform the matrix-vector multiplication, y=Hx. It has been pointed out that iterative methods will be particularly beneficial in the case of sparse Hamiltonian matrices, which arise from discrete representations,\textsuperscript{9} because then the cost of the matrix-vector multiplication is much less than the $N^2$ scaling (where $N$ is the number of basis functions) in the case where H is full. In the SKVP method, the wave function is written as a linear combination of the asymptotic part of the wave function, expressed in Jacobi coordinates of the asymptotic arrangements, and of the L^2 functions, which are set in the exchange, or interaction region. In Miller's formulation,\textsuperscript{10} the L^2 functions are defined as a multicentered expansion in the Jacobi coordinates of all arrangement of the DVR has some advantages: (1) it allows us to unify the conventional DVR (based on orthogonal polynomials).
The resulting formalism can be looked upon as a hybrid method, where the reactive and nonreactive parts of the problem are treated separately. The SKVP formalism puts the reactive part of the calculation on the same footing as a bound-state calculation. Thus, the success of the DVR for bound-state problems motivates our choice of the DVR for the reactive part of the problem. The nonreactive part of the problem, the distorted wave calculation, is almost identical to an inelastic scattering calculation, and it is treated using a propagation method. Note that our method for constructing distorted waves is not linked to the use of a discrete representation, i.e., it could also be used in combination with a "conventional" SKVP calculation using a delocalized basis set.

II. THEORY

The method we describe here may be applied to any bimolecular reaction. We restrict our discussion to a three-atom system, \( A + BC \), with zero total angular momentum and assume all nuclei to be distinguishable. Extensions to \( J > 0 \) and to larger systems are straightforward, although computationally costly. In Sec. VI we will address the issue of indistinguishable nuclei.

A. The triatomic Hamiltonian (\( J = 0 \))

We use Jacobi (or scattering) coordinates \( \mathbf{q}_a = (R_a, r_a, z_a) \), where \( R_a = |R_a|, r = |r_a| \), and \( z_a = \frac{R_a - R_d}{R_a} \) with \( a = 1, 2, \) and \( 3 \) corresponding respectively to the arrangements \( A + BC, B + AC, \) and \( C + AB \). Thus, for example, \( R_1 \) is the distance from \( A \) to the center of mass of the BC fragment and \( r_1 \) is the vibrational coordinate for the diatom BC, etc. The volume element for integration \( d\tau_a \) is given by

\[
d\tau_a = R_a^2 r_a^2 dR_a dr_a dz_a,
\]

and the ranges of integration are \([0, \infty]\) for \( R_a \) and \( r_a \) and \([-1, 1]\) for \( z_a \).

The \( J = 0 \) triatomic Hamiltonian expressed in Jacobi coordinates of arrangement \( \alpha \) is

\[
\hat{H} = \hat{T}_{R_a} + \frac{j^2}{2\mu_a} R_a^2 + \hat{B}^{(0)}(r_a, z_a) + \Delta V_a(q_a).
\]

The first term is the radial part of the relative kinetic energy of the two fragments:

\[
\hat{T}_{R_a} = -\frac{\hbar^2}{2\mu_a} \frac{\partial^2}{\partial R_a^2} R_a.
\]

The second term in Eq. (2) is the corresponding angular part, where we have used the fact that for \( J = 0 \) the orbital angular momentum of the atom about the diatom \( (\hat{P}) \) is equal to the rotational angular momentum of the diatom \( (j^2) \).

The third term is the diatomic Hamiltonian:

\[
\hat{B}^{(0)}(r_a, z_a) = -\frac{\hbar^2}{2m_a} \frac{\partial^2}{\partial r_a^2} r_a + \frac{j^2}{2m_a r_a^2} + V_r(r_a),
\]

where \( V_r(r_a) \) is the diatomic potential. The last term in Eq. (2) is the interaction potential for which we have

\[
\lim_{R_a \to \infty} \Delta V_a(R_a, r_a, z_a) = 0,
\]

where \( \Delta V_a + V_a \) is the full potential. The reduced masses in these equations are, for arrangement 1:

\[
\frac{1}{\mu_1} = \frac{1}{m_a} + \frac{1}{(m_b + m_c)},
\]

\[
\frac{1}{\mu_1} = \frac{1}{m_b} + \frac{1}{m_c},
\]

and similarly for arrangements 2 and 3.

We now introduce the channel eigenfunctions, \( \Phi_n \), of each arrangement, defined as the eigenfunctions of \( \hat{H}^{(0)} \), with eigenvalues \( \epsilon_n \):

\[
[\hat{H}^{(0)}(r_a, z_a) - \epsilon_n] \Phi_n(r_a, z_a) = 0.
\]

Here \( \mathbf{n} = (\alpha, \mu, j) \) denotes the arrangement and the vibrational and rotational quantum numbers. The functions \( \Phi_n \) for which \( \epsilon_n < E \) (where \( E \) being the total scattering energy) are the open channels, the remainder being closed channels. The channel eigenfunctions are separable into rotational and vibrational parts:

\[
\Phi_n(r_a, z_a) = \Phi_j(z_a) \Phi^\text{vb}(r_a) r_a.
\]

The \( \Phi_j \) are normalized Legendre polynomials, which are the eigenfunctions of \( j^2 \):

\[
f^2 \Phi_j(z) = f^2 j(j + 1) \Phi_j(z).
\]

The second factor in Eq. (9) are the solutions of the radial Schrödinger equation for the diatom:

\[
\left[ \frac{\hbar^2}{2\mu_a} \frac{\partial^2}{\partial r_a^2} + \frac{j^2}{2R_a^2} + V^\text{vb}(r_a) \epsilon_a \right] \Phi^\text{vb}(r_a) = 0.
\]

For each arrangement we can now write down the asymptotic form of the Schrödinger equation by subtracting the interaction potential [Eq. (5)] from the total Hamiltonian [Eq. (2)]:

\[
[\hat{H} - \Delta V_a(q_a) - E] \Psi_n(q_a) = 0.
\]

This equation can be separated into a part depending on the scattering coordinate and a part depending on the other coordinates yielding

\[
\Psi_n(R_a, r_a, z_a) = R_a^{-1/2} \Phi_n(r_a, z_a),
\]

where \( u_n \) is a solution of the radial equation:

\[
\frac{\partial^2}{\partial R_a^2} + k_n^2 - \frac{j(j + 1)}{R_a^2} u_n(R_a) = 0
\]

and \( k_n^2 = 2\mu_a(E - \epsilon_n)/\hbar^2 \). Note that for now we are only interested in the open channels, so \( k_n \) is real (and positive). The regular solutions of Eq. (14) are

\[
J_n(R_a) = x_f j(j + 1) u_n^{-1/2}
\]

and the irregular solutions are

\[
Y_n(R_a) = x_f j(j + 1) u_n^{-1/2}.
\]
with \( x = |k_\alpha| R_\alpha \) and \( v_n = \rho_k |k_\alpha| / \mu_\alpha \). Here \( j_y(x) \) and \( j_z(x) \) are spherical Bessel functions of the first kind and the third kind, respectively.\(^{11,12}\)

From these two sets of real functions we can construct complex functions with incoming (−) or outgoing (+) boundary conditions:

\[
H_n'(\pm)(R_\alpha) = J_n(R_\alpha) \pm i Y_n(R_\alpha).
\]

The normalization \( v_n^{-1/2} \) was chosen such that the radial flux is unity. Also, note that \( (H_n'(-))^* = H_n'(+). \)

The closed channels (\( k^2 < 0 \)) are obtained by setting \( x = \pm i |k_\alpha| R_\alpha \) in Eqs. (15) and (16).

B. The S-matrix version of the Kohn variational principle

We solve the time-independent Schrödinger equation using the S-matrix version of the Kohn variational principle. The SKVP (at total energy \( E \)) can be written as

\[
S_{n,n'} = \text{ext} \left[ \tilde{S}_{n,n'} + \frac{i}{\hbar} \left( \psi_n \hat{H} - E \psi_{n'} \right) \right].
\]

Here \( \tilde{S} \) is the S matrix corresponding to the trial wave functions \( \psi_n \). By “ext” we mean that we need a stationary point of the expression with respect to first order variations in \( \psi_n \).

The crucial step in any variational calculation is choosing a suitable trial wave function. In the present context, it can be written as

\[
\psi_n = \psi_n^{\text{bound}} + \psi_n^{\text{free}}.
\]

This form of the trial wave function emphasizes the hybrid nature of the present approach, discussed in the Introduction. In a variational calculation, one has enormous freedom in constructing the trial wave function; the above form of \( \psi \) introduces a separation which allows the profitable use of widely disparate computational methods in the same calculation. In particular, we will construct \( \psi^{\text{free}} \) using a propagation method, and \( \psi^{\text{bound}} \) via a basis set expansion in the DVR. The “bound” part of the function is a linear combination of \( \mathcal{L}_2 \) basis functions, \( \gamma_k' \):

\[
\psi_n^{\text{bound}}(x) = \sum_{k=1}^{N} \gamma_k'(x) c_{k,n}.
\]

It is important to note that the basis functions (and thus, \( \psi^{\text{bound}} \)) may be expressed in whatever coordinates, \( x \), are most convenient. In the examples in this paper we will use the Jacobi coordinates of arrangement 1. However, we have successfully used other coordinate systems with which to expand \( \psi^{\text{bound}} \), including Jacobi coordinates of the other arrangements, Radau coordinates,\(^*3\) valence (also called bond-angle) coordinates, and normal coordinates of the transition state.

The “free” part of the trial wave function is

\[
\psi_n^{\text{free}}(q_{\alpha}) = -\chi_n(q_{\alpha}) + \sum_{n'} \chi_{n'}^*(q_{\alpha}) \tilde{S}_{n',n},
\]

where the functions \( \chi_n \) must be regular at \( R_\alpha = 0 \) and asymptotically (\( R_\alpha \to \infty \)) must have incoming wave boundary conditions:

\[
\chi_n(q_{\alpha}) \sim R_\alpha^{-1} H_n'(+) (R_\alpha) \Phi_n(r_\alpha, z_\alpha).
\]

To give some insight into the role of the “bound” and the “free” parts of the trial wave function we consider the case where the interaction potential has a finite range, i.e., \( AV_\alpha(q_{\alpha}) = 0 \) for \( R_\alpha > R_\alpha^{\text{max}} \). Taking \( H + H_2 \) as a typical example, we find that this is a very good approximation if we take \( R_\alpha^{\text{max}} \approx 10 \) Bohr. We will now call the region where \( R_\alpha < R_\alpha^{\text{max}} \) (for \( \alpha = 1, 2 \) or 3) the interaction region and the rest the asymptotic region. We could construct the free part of the trial wave function by taking

\[
\chi_n(q_{\alpha}) = R_\alpha^{-1} f(R_\alpha) H_n'(+) (R_\alpha) \Phi_n(r_\alpha, z_\alpha),
\]

where \( f(R_\alpha) \) is a cutoff function\(^2\) that regularizes \( \chi_n \) at \( R_\alpha = 0 \), i.e., \( f(0) = 0 \) and switches on smoothly to \( f(R_\alpha) = 1 \) for all \( R_\alpha > R_\alpha^{\text{max}} \). This way the free functions form a complete basis for the asymptotic regions and bound functions only have to be placed in the interaction region. Formally, this basis will only be complete if the closed channels are included, giving rise to an augmented S matrix (see, e.g., Ref. 7). Alternatively, one can leave out the closed channels and converge the calculation with respect to the size of the interaction region. We use the latter approach. Substituting the trial wave function [Eqs. (19), (20), and (21)] into the variational expression [Eq. (18)] yields the following expression for the S matrix:\(^2\)

\[
S = \frac{i}{\hbar} \left[ B - C T^* (B^*)^{-1} C \right],
\]

where

\[
B = M_{0,0} - M_{0T} \cdot M^{-1} \cdot M_{0},
\]

\[
C = M_{1,0} - M_{1T} \cdot M^{-1} \cdot M_{0},
\]

and

\[
(M_{0,0})_{n,n'} = \langle \chi_n | \hat{H} - E | \chi_{n'} \rangle,
\]

\[
(M_{1,0})_{n,n'} = \langle \chi_n^* | \hat{H} - E | \chi_{n'} \rangle,
\]

\[
(M_0)_{n,n'} = \langle \gamma_n | \hat{H} - E | \gamma_n \rangle,
\]

\[
M_{k,k'} = \langle \gamma_k | \hat{H} - E | \gamma_{k'} \rangle.
\]

Here \( n \) runs over all open channels and all arrangements and \( k,k' = 1,...,N \), where \( N \) is the total number of \( \mathcal{L}_2 \) basis functions. Note that here we have defined the bra, \( \langle \cdot | \cdot \rangle \), without the usual complex conjugation.

If we take a real \( \mathcal{L}_2 \) basis, \( M \) (the bound–bound matrix) will be a real symmetric matrix. \( M_0 \) (the bound–free matrix) is complex rectangular and the number of columns is equal to the total number of open channels.
III. COMPUTATIONAL STRATEGY

Since \( N \), the number of \( \mathcal{L}^2 \) basis functions, is typically much larger than the total number of open channels, the computational bottleneck is the solution of the linear system

\[
M \cdot x = M_0 \tag{31}
\]

in order to calculate \( M^{-1}M_0 \) in Eqs. (25) and (26). An important feature of the SKVP is that it puts quantum scattering calculations on the same footing as eigenvalue, or bound state, problems. Thus, we may borrow from the wealth of methods developed over the years for such problems. One successful approach to eigenvalue problems has been the use of contracted basis sets in order to minimize \( N \). Alternatively, one can use a discrete representation of the Hamiltonian in combination with an iterative method to solve the linear equations. The latter is the approach we are currently investigating.

In a DVR the basis functions are associated with grid points in configuration space. In a multidimensional problem the grid can be constructed as a direct product of one-dimensional grids. If a single interaction region coordinate system is being used, as was done by Colbert and Miller, it is relatively easy to use twofold symmetry in Jacobi coordinates. For example, in the \( D+H_2 \) system we exploit all the symmetry. However, it is relatively easy to use twofold symmetry in Jacobi coordinates. For example, in the \( D+H_2 \) system we exploit all the symmetry.

Currently, we reduce \( N \) in three ways.

1. We truncate the grid by discarding all points where the potential energy is above some cutoff energy \( V_{\text{cut}} \), an idea already exploited in two-dimensional calculations by Colbert and Miller. The implicit physical assumption is that the wave function will have nearly zero amplitude in these regions. This results in \( V_{\text{cut}} \) becoming a convergence parameter.

2. We exploit symmetry. We cannot use the threefold symmetry in the \( H_3 \) system because the Jacobi coordinates break the symmetry. However, it is relatively easy to use twofold symmetry in Jacobi coordinates. For example, in the \( D+H_2 \) system we exploit all the symmetry.

3. In Section II B we already showed that we only place \( \mathcal{L}^2 \) basis functions in the interaction region. For a discrete representation that means that we only keep points for which \( R_\alpha < R_{\alpha}^{\max} \), \( \alpha = 1, ..., 3 \), as was done before. Now the idea is to minimize \( R_\alpha^{\max} \) by using inelastically distorted waves as free functions, as described in Section V.

The number of iterations required to solve Eq. (31) is sometimes considerable (we found cases with \( \text{iter} \) on the order of \( N \)). It turns out to be possible to reduce the number of iterations by projecting out high angular momentum components of the grid, without appreciably affecting the solution. Appendix A describes the projection technique in some detail. This technique is very close to the spirit of Friesner's pseudospectral method. In our examples the number of iterations was reduced by roughly 50\% because of the smaller condition number (i.e., the ratio between the smallest and the largest eigenvalue) of \( M \). After taking into account the overhead of the projection (which must be done twice at each iteration) this still results in a speedup of about 40\%.

IV. DISCRETE VARIABLE REPRESENTATION

A. General background

The routine use of the discrete variable representation (DVR) in molecular dynamics calculations has already been seen a decade ago (Ref. 18), though its origins are almost 30 years old. During this time, there have been various extensions and reformulations of the basic idea. Many have been based on the connection made by Dickinson and Certain between the discrete representation that diagonalizes the potential energy matrix, and Gaussian quadrature points and weights. We redefine the DVR in order to unify the DVR based on Gaussian quadratures with the DVR introduced by Colbert and Miller. The latter DVR (which we use for radial coordinates) yields an equally spaced grid which is particularly convenient in scattering calculations, since it does not depend on some equilibrium structure.

We start by discussing a one-dimensional problem; the generalization to the multidimensional case will be given in the next section. The DVR can be introduced in several ways. We find the following definition to be most convenient:

\[
J. \text{Chem. Phys., Vol. 99, No. 12, 15 December 1993}
\]
A DVR consists of an orthonormal basis set
\[ \{ \phi_i(x), \ i=1,...,n \} \quad (32) \]
and a \( n \)-point quadrature with the points and weights
\[ \{ (x_k, w_k), \ k=1,...,n \} \quad (33) \]
and the property
\[ \phi_i(x_k) = w_k^{-1/2} \delta_{ik}, \quad (34) \]
together with the rule that the potential energy matrix (and all other multiplicative operators) are computed within the quadrature approximation. Note that the number of quadrature points, \( n \), is equal to the number of basis functions. We will call the functions \( \phi \) DVR functions.

Using this approximation it can be easily shown that the potential energy matrix becomes diagonal:
\[ V_{ij} = \langle \phi_i | \hat{V} | \phi_j \rangle \]
\[ \approx \sum_{k=1}^{n} w_k \phi_i(x_k) V(x_k) \phi_j(x_k) \]
\[ = \sum_{k=1}^{n} \delta_{ik} V(x_k) \delta_{jk} = V(x_k) \delta_{ij}. \quad (35) \]

Using the theory of orthogonal polynomials and Gaussian integration we can construct a DVR.\(^{20}\) For example, consider a set of normalized Hermite polynomials
\[ h_i(x) = w(x)^{1/2} N_{i-1} H_{i-1}(x), \quad i=1,...,n, \quad (36) \]
where we have absorbed the square root of the weight function \([w(x)]^{1/2}\) into the functions \( h_i \), and \( N_i \) is the normalization\(^{12}\) (i.e., the functions \( h_i \) are harmonic oscillator eigenfunctions). The \( n \)-point Gauss–Hermite quadrature will be exact for the overlap matrix
\[ \langle h_i | h_j \rangle = \sum_{k=1}^{n} w_k h_i(x_k) h_j(x_k) = \delta_{ij}, \quad (37) \]
where \( w_k \) are the so-called adjusted quadrature weights, i.e., \( w_k = w_k^2 h_i(x_k) \) and \( w_k^2 \) are the normal Gauss–Hermite quadrature weights. From this equation it follows that the matrix
\[ U_k = w_k^{1/2} h_i(x_k) \quad (38) \]
is unitary and thus the set
\[ \phi_k(x) = \sum_{i=1}^{n} U_{ki} h_i(x), \quad k=1,...,n \quad (39) \]
satisfies Eq. (34), since
\[ \phi_k(x_j) = \sum_{i=1}^{n} U_{ki} h_i(x_j) \]
\[ = w_k^{-1/2} \sum_{i=1}^{n} U_{ki} U_{ji} = w_k^{-1/2} \delta_{kj}. \quad (40) \]

### B. Sinc-function DVR

A DVR does not have to be derived from orthogonal polynomials. Consider the following set of functions:
\[ \phi_n(x) = \Delta^{-1/2} \text{sinc} \left[ \frac{x}{\Delta} - n \right], \quad n = -\infty, ..., +\infty \quad (42) \]
\[ \text{sinc}(x) = \sin(x)/x \] together with the quadrature \( \{ (x_n, w_n) = (n\Delta, \Delta), \ n = -\infty, ..., +\infty \} \). These functions clearly satisfy Eq. (34). The properties of this set of functions can be understood most easily by realizing that they are the Fourier transforms of a Fourier basis in momentum-space, i.e.,
\[ \phi_n(x) = (2\pi)^{-1/2} \int_{-\infty}^{+\infty} e^{-i x \tilde{\phi}_n(\rho)} d\rho, \quad (43) \]
where
\[ \tilde{\phi}_n(\rho) = \begin{cases} (2p_{\max})^{-1/2} e^{i \pi |\rho|/(p_{\max})}, & |\rho| < p_{\max} \\ 0, & \text{otherwise} \end{cases} \quad (44) \]
and \( p_{\max} = \pi/\Delta \). From this it immediately follows that \( \{ \phi_n(x), n = -\infty, ..., +\infty \} \) is an orthogonal basis set, that spans all functions that have a highest momentum component \( p < p_{\max} \). This also means that the quadrature, which is exact for the overlap matrix, will be exact for any function with a highest frequency component \( 2p_{\max} \).

The matrix elements for the first and second derivative operators can be evaluated analytically for these sinc functions. These formulas have been given before\(^9,21\) but we will reproduce them here
\[ \left\langle \phi_n | \frac{\partial}{\partial x} | \phi_m \right\rangle = \begin{cases} 0, & n=m, \\ \frac{1}{\Delta} \left( 1 - (-1)^{n-m} \right), & n \neq m, \end{cases} \quad (45) \]
\[ \left\langle \phi_n | \frac{\partial^2}{\partial x^2} | \phi_m \right\rangle = \begin{cases} \frac{\pi^2}{3 \Delta^2}, & n = m, \\ -\frac{2 \left( 1 - (-1)^{n-m} \right)^2}{\Delta^2 (n-m)^2}, & n \neq m. \end{cases} \quad (46) \]
These matrix elements can also be evaluated using the quadrature. This gives the same result, since the quadrature is exact for the overlap of sinc functions (\( \phi_n \)) and taking the derivative of a sinc function does not introduce higher frequency components.

For radial coordinates \( (r \in [0, \infty]) \) we can use the following set:
\[ \phi_n(r) = \phi_n(r) - \phi_n(-r), \quad n = 1, ..., \infty, \quad (47) \]
which we will call “wrapped” sinc functions. These functions are orthonormal on the range \([0, \infty]\) and they satisfy Eq. (34) if we use the quadrature \( \{ (r_n, w_n) = (n\Delta, \Delta), \ n = 1, ..., \infty \} \). For the wrapped functions we have
\[ \left\langle \phi_n | \frac{\partial^2}{\partial r^2} | \phi_m \right\rangle = \begin{cases} \frac{1}{3 \Delta^2 (n-m)^2}, & n = m, \\ -2 \left( 1 - (-1)^{n-m} \right)^2 \frac{1}{\Delta^2 (n-m)^2}, & n \neq m. \end{cases} \quad (48) \]
In practice we will of course truncate the sets, which is equivalent to assuming that the function that is being represented is zero outside a certain range of the coordinate.

C. Multidimensional case

The generalization of the DVR to more than one dimension is straightforward. One simply uses the direct product of one-dimensional DVRs. The only complication arises from the truncation of the multidimensional grid. Here, we will give the formalism for a general three-dimensional interaction region coordinate system \( \vec{x} = (x,y,z) \). For some bound–free matrix elements one has to deal with two coordinate systems, so it will be most convenient to keep the volume element of integration [the Jacobian \( J(\vec{x}) \)] explicitly in the formalism. For the scalar product between two real functions \( f(\vec{x}) \) and \( g(\vec{x}) \) we have

\[
\langle f | g \rangle = \int \int \int J(\vec{x}) f(\vec{x}) g(\vec{x}) d\vec{x}.
\]  

(49)

The ranges of integration depend on the type of coordinate. We assume that for every coordinate we have a quadrature \( \{ (x_i, y_i, z_i), i = 1, ..., n_x \} \) (and similarly for \( y \) and \( z \)). Thus, for a grid point with the indices \( p = (i,j,k) \) we have

\[
\vec{x}_p \equiv (x_i, y_j, z_k).
\]

(50)

Associated with each grid point we have a quadrature weight

\[
w_p = w_i w_j w_k
\]

and a DVR function

\[
\Upsilon_p(\vec{x}) = J(\vec{x})^{-1/2} \phi_i(x) \phi_j(y) \phi_k(z)
\]

(52)

with the property

\[
\Upsilon_p(\vec{x}_p) = [w_p J(\vec{x}_p)]^{-1/2} \delta_{ij} \delta_{jk} \delta_{kk'}.
\]

(53)

This direct product grid of \( n_x \times n_y \times n_z \) points should cover the entire interaction region. We truncate this grid by using the criteria given in Section III.

The \( M \)-matrix elements are defined by

\[
M_{pp'} = \langle \Upsilon_p | \hat{H} - E | \Upsilon_{p'} \rangle
\]

= \[ \int \int \int J(\vec{x}) \Upsilon_p(\vec{x}) (\hat{H} - E) \Upsilon_{p'}(\vec{x}) d\vec{x} \].

(55)

For multiplicative terms in \( \hat{H} \) we get only diagonal terms again (within the quadrature approximation of course).

\[
\langle \Upsilon_p | V(\vec{x}) | \Upsilon_{p'} \rangle = V(\vec{x}_p) \delta_{ij} \delta_{jk} \delta_{kk'}.
\]

(56)

For kinetic energy terms of the form

\[
\hat{T}_x = J(\vec{x}) \ 1/2 \hat{p}_x J(\vec{x})^{-1/2}
\]

(57)

like, e.g., the radial kinetic energy operator of Eq. (3), we get

\[
\langle \Upsilon_p | \hat{T}_x | \Upsilon_{p'} \rangle = (\hat{p}_x)_{ij} \delta_{jj} \delta_{kk'}.
\]

(58)

where

\[
(\hat{T}_x^*)_{ij} = \int \phi_i(x) \hat{T}_x^x \phi_j(x) dx.
\]

(59)

For kinetic energy terms with a coordinate-dependent prefactor, or in general for any product of operators, we insert the resolution of identity in the DVR basis

\[
\hat{I} \approx \sum_{i=1}^{N} | \Upsilon_i \rangle \langle \Upsilon_i |
\]

(60)

between the factors and use the quadrature approximation for the multiplicative terms. For example,

\[
\langle \Upsilon_p | f(x,y) \hat{T}_z | \Upsilon_{p'} \rangle = \delta_{ij} \delta_{jj'} \phi_i(x) \phi_j(y) \hat{T}_z \chi_{p'}.
\]

(61)

We also compute the \( M_{0p} \)-matrix elements using the quadrature approximation. From Eq. (29) we have

\[
\langle \Upsilon_p | \hat{H} - E | \chi_{n} \rangle \approx [w_p J(\vec{x}_p)]^{1/2} \left( \hat{H} - E \right) \chi_{n} | \vec{x} = \vec{x}_p.
\]

(62)

D. Implementation

In order to solve Eq. (31) with an iterative method we need to implement the matrix-vector multiplication:

\[
d = \mathbf{M} \cdot \mathbf{c},
\]

(64)

where the components \( d_p \) and \( c_p \) of the vectors \( d \) and \( c \) correspond to the grid point with the indices \( (i,j,k) \). We will discuss the implementation for the various terms in \( \mathbf{M} \) separately.

Potential energy terms are diagonal, so we can store them in a one-dimensional array of length \( N \). Operating a diagonal operator on a vector is done in a single loop.

The structure of a kinetic energy term depends on the ordering of the grid points. For example, if the \( x \) index \( (i) \) is running fastest, the \( \hat{T}_x \) operator [Eq. (58)] will be block diagonal. The sizes of the diagonal blocks will vary depending on the number of grid points in each “row” of the grid (i.e., after truncation of the grid). So for the \( \hat{T}_x \) operator we just need to store one square matrix of dimension \( n_x \) from which we can “clip” all the differently sized diagonal blocks. Of course we must also store the lowest and the highest \( x \) index of each row in the grid, which tells us what part of this matrix we need.

A problem arises when the truncation of the grid cuts a row into two (or more) pieces. We solve this problem by treating each piece as if it were a separate row, so that we have a diagonal block in \( \hat{T}_x \) for each row of consecutive points in the grid. This means that we set the kinetic energy matrix elements that connect points on opposite sides of a “gap” to zero. This procedure is consistent with the approximation inherent in the truncation of the grid. As discussed before, eliminating grid points is equivalent to assuming the potential to be infinite in that region, and the coupling across such a region can thus be set to zero. Note that there can still be indirect kinetic coupling around such a region. If the physical assumption is poor, meaning that the wave function has appreciable amplitude in that region, one simply must not truncate there. We checked to make sure that this approximation does not affect the answer.
However, we warn that kinetic energy operators of the form $\partial^2/\partial x \partial y$ will no longer be symmetric (or, in general, Hermitian) when we make this approximation for both factors $d/dx$ and $d/dy$ separately. This problem can be overcome by working with the symmetrized form $(1/2)[(\partial^2/\partial x \partial y) + (\partial^2/\partial y \partial x)]$ instead.

The implementation of the $\hat{T}_\gamma$ operator is seemingly much more difficult. Of course, if the grid points were ordered with the $y$ index ($j$) running fastest we could use the same implementation we just described for the $\hat{T}_\alpha$ operator. This observation is the key to the algorithm that we propose: before applying $\hat{T}_\gamma$ we reorder the vector $c$ and before we add the result to $d$ we apply the inverse permutation. The permutation is stored in an integer array of length $N$, and the reordering can be done in a single loop of length $N$. The cost of finding the permutation is negligible since it only needs to be done once, instead of every iteration. Furthermore, it can be done with a general purpose sorting routine. For example, for the $y$ ordering, the sorting criterion is point $(p)$ must come after point $(p')$ if $\{z_k = z_k', \text{ and } [x_i > x_i', \text{ or } (x_i = x_i', \text{ and } y_j > y_j')].\}$ (65)

As such, we can exploit the sparsity and the truncation in a straightforward manner by this sorting procedure.

V. DISTORTED WAVES

We have already discussed the flexibility one has in choosing the $x^2$ basis (here, a DVR). This is, however, only a part of the basis that forms the variational wave function; one also has considerable freedom in constructing the free waves $\chi$. The only requirements on them is that they satisfy the boundary conditions at $R_a=0$ and $R_a=\infty$, and that they solve the Schrödinger equation from $R_a=\infty$ inward to $R_a=R_a^{\text{max}}$, the outer boundary of the interaction region. Zhang and Miller formerly proposed using “distorted” waves that solve the Schrödinger equation from $R_a=\infty$ inward to a much smaller value of $R_a^{\text{max}}$ than do simple spherical waves, for example. We follow this strategy, but our implementation of the idea differs sufficiently from their proposal to warrant discussion.

Suppose we solve the equation

$$[\hat{H} - E + V^{(p)}(R_a)]\chi^{(p)}(q_a) = 0,$$ (66)

where $V^{(p)}(R_a)$ is some additional potential energy term. Then in all regions where $V^{(p)}(R_a) = 0$, the functions $\chi^{(p)}(q_a)$ will solve the original Schrödinger equation. Of course if we take $V^{(p)} = 0$ to be zero everywhere we are back to the reactive scattering problem we started with. The idea, following that of Baer and co-workers, is to take a short range repulsive potential that separates arrangements from one another by turning Eq. (66) into an inelastic scattering problem. To better reflect the purpose of this potential we prefer to call it a barrier potential, rather than distortion potential. When we use the functions $\chi^{(p)}$ as distorted waves we do not need a cutoff function, since these inelastic scattering wave functions are regular at $R_a=0$. In other words, the barrier potential takes the role of the cutoff function. However, these inelastic wave functions do not satisfy incoming wave boundary conditions, as required. To construct functions with the desired asymptotic behavior we could use the irregular solutions of Eq. (66), but in that case we would need a cutoff function again. Instead, we determine the regular solutions of another inelastic problem with a slightly different barrier potential, $V^{(2)}$, and take the correct linear combination of the two sets of solutions. One of the advantages of this approach is that we can use well established methods to solve the inelastic problem. We chose the renormalized Numerov method of Johnson, rather than a Log-derivative method, since the former allows for an easy calculation of the wave functions. In the computation of the free–free and bound–free integrals we will assume the inelastic solutions to be well converged. This means that we must include closed channels in the propagation, which prevents us from using a simple method like the normal Numerov propagation. At the same time, however, the possibility to include closed channels in the computation of the distorted waves allows us to reduce the size of the interaction region even further.

To simplify the formalism, we choose barrier potentials dependent on $R_a$ only, although this is not a strict requirement. Also, we make sure that the distorted waves of different arrangements do not overlap, so that we do not have to compute free–free integrals involving different arrangements. Now we will show how to determine the correct linear combination of the two sets of functions.

The two inelastic problems for arrangement $\alpha$ are defined by

$$[\hat{H} - E + V^{(p)}(R_a)]\chi^{(p)}(q_a) = 0, \quad p=1,2.$$ (67)

The solution is written as

$$\chi^{(p)}(q_a) = \sum_{n'} \Phi_{n'}(r_a,z_a) U^{(p)}_{n',n}(R_a)/R_a,$$ (68)

Here $n$ runs over only the open channels but $n'$ involves both open and closed channels. Note that since we are only concerned with one arrangement at a time, $n' = (\alpha, \nu', j')$. The expansion leads to the coupled channel equations for $U^{(p)}$:

$$\frac{\partial^2}{\partial R_a^2} U^{(p)}(R_a) = W^{(p)}(R_a) U^{(p)}(R_a),$$ (69)

where

$$W^{(p)}(R_a) = \frac{1}{R_a} \left[ \frac{k^2 + \frac{j(j+1)}{R_a^2}}{R_a^2} \right] \delta_{n,n'} + \frac{2\mu_a}{\hbar^2} V^{(p)}(R_a),$$ (70)

with

$$V^{(p)}(R_a) = (\Phi_{n}(r_a,z_a) | V^{(p)}(R_a) | \Phi_{n'}(r_a,z_a))_{r_a,z_a}.$$ (71)

Asymptotically $U^{(p)}$ can be written as

$$U^{(p)}(R_a) - J(R_a) + Y(R_a) K^{(p)}.$$ (72)
In this equation we can take all matrices to be \( m \times m \), with \( m \) being the number of open channels, since the coefficients for the closed channels can be set to zero asymptotically. \( J \) and \( Y \) are diagonal matrices with the spherical Bessel functions of Eqs. (15) and (16), respectively, on the diagonal.

First we rewrite this solution with \( S \)-matrix boundary conditions. From Eq. (17) we have

\[
J(q_o) = \frac{[H^{(+)}(q_o) - H^{(-)}(q_o)]}{2i},
\]

(73)

\[
Y(q_o) = \frac{[H^{(+)}(q_o) + H^{(-)}(q_o)]}{2},
\]

(74)

so we can rewrite Eq. (72) as

\[
U^{(p)}(q_o)A^{(p)} \sim -H^{(-)}(q_o)S^+_p + H^{(+)}(q_o),
\]

(75)

with

\[
A^{(p)} = 2(1 - \gamma + K^{(p)})^{-1},
\]

(76)

\[
S^+_p = (-1 - K^{(p)}) (1 - \gamma + K^{(p)})^{-1}.
\]

(77)

Note that, using the fact that \( K^{(p)} \) is real and symmetric, it is easy to prove that these inverses exist.

Subtracting Eq. (75) with \( p = 2 \) from the same equation with \( p = 1 \) we get

\[
U^{(1)}(q_o)A^{(1)} - U^{(2)}(q_o)A^{(2)} \sim H^{(-)}(q_o)(S^+_2 - S^+_1).
\]

(78)

Defining

\[
\Delta - S_2 - S_1,
\]

(79)

\[
E^{(1)} = A^{(1)}(\Delta^+)^{-1},
\]

(80)

\[
E^{(2)} = -A^{(2)}(\Delta^+)^{-1},
\]

(81)

we get

\[
U^{(1)}(q_o)E^{(1)} = U^{(2)}(q_o)E^{(2)} - H^{(-)}(q_o).
\]

(82)

Finally, we can construct distorted waves with incoming wave boundary conditions from the two sets of solutions of Eq. (67):

\[
\chi_n(q_o) = \sum_{p=1}^{2} \sum_{n'} \chi_n^{(p)}(q_o)F_{n',n}^{(p)},
\]

(83)

where \( n \) and \( n' \) run over only the open channels.

Note that a problem arises when \( \Delta \) is (nearly) singular. This will happen, for example, when the difference between the two distortion potentials goes to zero, since that will make \( S_1 \) and \( S_2 \) [Eq. (79)] identical. However, it can also happen for other reasons and then it can actually be used to advantage. We will return to this point in Section VIII.

A. Bound–free elements

To compute the \( M_0 \)-matrix elements we must operate with \( \hat{H} - E \) on the incoming waves. Assuming that the inelastic problem has been converged sufficiently well, we can use [from Eq. (67)]

\[
(\hat{H} - E)\chi_n^{(p)} = -V^{(p)}\chi_n^{(p)}.
\]

(84)

and with Eq. (83) we get

\[
(\hat{H} - E)\chi_n^{(p)} = -\sum_{n'^{('}}\chi_n^{(p)^{('}}}F_{n',n}^{(p)^{('}}.
\]

(85)

All that remains to be done is the evaluation of this function at all interaction region grid points. The renormalized Numerov propagation yields the \( U(R_n) \) matrices at a grid, i.e., we have (dropping the arrangement labels)

\[
U_i^{(p)} = U_i^{(p)}(R_i), \quad R_i = \imath h, \quad i = 0, 1, \ldots, n_1,
\]

(86)

where \( h \) is a grid spacing. This grid will in general not coincide with the interaction region grid. Thus in order to evaluate Eq. (85) at some interaction region grid point \( (R, r, z) \) (still dropping the arrangement labels), we must obtain \( U^{(p)}(R) \) by interpolation. Johnson gives a fourth-order interpolation formula for this in the one-dimensional case (i.e., \( U \) being a one-by-one matrix). The generalization of his formula for our multichannel problem is straightforward, but it requires the evaluation and inversion of \( W^{(p)}(R) \) [Eq. (70)] at each interaction region grid point. However, following Johnson, we managed to derive a slightly different fourth-order interpolation formula which only requires the \( W^{(p)}(R) \) matrices (and not their inverses) at the renormalized Numerov grid points

\[
W_i^{(p)} \equiv W_i^{(p)}(R_i).
\]

(87)

These matrices can be stored on a disk file during the computation of the distorted waves. The derivation of our interpolation formula is given in Appendix B; here we just give the result. Assume we want to compute the \( U \) matrix at a grid point \( R_n \) which lies between the two propagation grid points \( R_{i-1} \) and \( R_i \):

\[
R_n = R_{i-1} + \alpha h.
\]

(88)

Defining

\[
b = 1 - \alpha
\]

(89)

the interpolation formula, with truncation error of order \( h^4 \), is [also dropping the (p) superscript]

\[
U(R_n) = bU_{i-1} + aU_i + \frac{ab(n-\gamma)h^2}{6} W_{i-1}U_{i-1} + \frac{ab(b-2)h^2}{6} W_i U_i.
\]

(90)

One final note about the application of this formula: usually it will not be possible to keep all the \( U \) and \( W \) matrices in core memory and in the most unfortunate case, the program will have to read two \( U \) and two \( W \) matrices from disk for every grid point in the interaction region. Thus, it is much more economical to sort the interaction region grid points on increasing value of \( R \) before the interpolation is done. This way one will only have to go through the file with the \( U \) matrices and the file with the \( W \) matrices once. Afterward, the \( M_0 \) elements can be reordered again.

B. Free–free integrals

The computation of the free–free integrals is also based on Eq. (85):

\[
(\hat{H} - E)\chi_n^{(p)} = -\sum_{p=1}^{2} V^{(p)}(p) \chi_n^{(p)}.
\]
\[
\langle M_{0,0} \rangle_{m,m'} = \langle \chi_m | \hat{H} - E | \chi_m \rangle
\]
\[
= \sum_{p=1}^{2} \sum_{q=1}^{2} \sum_{m} \sum_{m'} E_{m,m',m',m}^{(p)} E_{m,m',m',m'}^{(q)} x_{m,m',m'}^{(p,q)},
\]
\[\text{where } m \text{ and } m' \text{ run over the open channels and}
\]
\[
x_{m,m',m'}^{(p,q)} = - \int_{0}^{\infty} dRV_{m}^{(q)}(R) \sum_{n} U_{m,n}^{(p,q)}(R) U_{n,m',m'}^{(q)}. \]
\[\text{In this last equation } n \text{ runs over all channels. Here we have used the orthogonality of the channel eigenfunctions } \Phi_{n}.
\]
\[\text{In our implementation the integral is evaluated by summing over all Numerov grid points and multiplying by the Numerov grid spacing (h). To compute } M_{1,0} \text{ we also use Eq. (92), but with } E_{m,n}^{(p)} \text{ replaced by its complex conjugate } \overline{E_{m,n}}.\]

C. Choice of the barrier potentials

The barrier potentials \(V^{(p)}(R)\) need to satisfy somewhat contradictory conditions. First they should be strongly repulsive for small \(R\) in order to prevent overlap of the incoming waves of different arrangements. This condition can be waived, provided one is willing to compute free–free matrix elements off-diagonal in arrangement index. This could allow further reduction of the interaction region. Furthermore, the barriers need to be placed as far inward as possible, since the size of the interaction region grid is determined by the range of the barriers. These two conditions could be met with a hard wall potential. However, if the barrier switches on too sharply, the incoming waves will change abruptly in a small range, and we will need a high density of grid points in order to obtain accurate bound–free integrals. In other words, the barriers have to be smooth as well. We tried barriers of several analytic forms, and obtained good results with a barrier of the following form:

\[
V_{a}^{(p)}(R) = \begin{cases} \alpha_{p}(R - R_{\text{max}})^{4}, & R < R_{\text{max}}, \\ 0, & \text{otherwise}, \end{cases}
\]

where \(\alpha_{p}\) is a constant. The discontinuity in the fourth derivative of this function caused no problems. Furthermore, taking \(a_{1}\) to be about \(1.1 \times a_{0}\) was sufficient to avoid problems with the inversion of \(\Delta\) in Eqs. (80) and (81).

VI. SYMMETRY

For the SKVP based on the multicentered expansion of the wave function it has been shown how to exploit the symmetry due to the presence of two or three identical atoms in a three-atom system.\(^{10,4}\) In the current DVR-SKVP approach we have a single interaction region coordinate system. This means that in the case of two identical atoms we choose (e.g., Jacobi) coordinates of the arrangement associated with the unique atom. For example, in the \(D_{2}H_{2}\) system we use arrangement 1 (\(D + H_{2}\)) interaction region coordinates. However, in the case of three identical atoms, such a choice will always break the equivalence between one arrangement and the two others. Of course, upon convergence the symmetry will be restored, but it does mean that we cannot exploit all the symmetry in, e.g., \(H_{3}\). In the definition of Jacobi coordinates one has the freedom to choose the sign of \(z_{\alpha}\). Assuming we use arrangement 1 interaction region coordinates, it will be convenient to use a definition of the Jacobi coordinates that is symmetric between arrangement 2 and 3, rather than the “cyclic” one used by Miller.\(^{10,4}\) Rather than giving the final \((J=0)\) formulas, we will limit ourselves to the \((J=0)\) case, but give the derivation in some detail, which will illuminate how to exploit symmetry in general.

Let \(\tilde{x}_{D}, \tilde{x}_{H}, \text{and } \tilde{x}_{H}'\) be the space-fixed coordinates of the atoms. Using the notation \(x= (x', \alpha)\), and \(a_{\alpha}/x,\) we define the Jacobi coordinates of the three arrangements \(q_{\alpha} = (R_{\alpha}, r_{\alpha}, z_{\alpha})\) as

\[
\tilde{R}_{1} = \tilde{x}_{D} - (\tilde{x}_{H} + \tilde{x}_{H}'),
\]
\[
\tilde{R}_{2} = \tilde{x}_{H} - (m_{D} \tilde{x}_{D} + m_{H} \tilde{x}_{H}'), (m_{D} + m_{H}),
\]
\[
\tilde{R}_{3} = \tilde{x}_{H}' - (m_{D} \tilde{x}_{D} + m_{H} \tilde{x}_{H}'), (m_{D} + m_{H}),
\]
\[
\tilde{r}_{1} = \tilde{x}_{H} - \tilde{x}_{H}',
\]
\[
\tilde{r}_{2} = \tilde{x}_{D} - \tilde{x}_{H}',
\]
\[
\tilde{r}_{3} = \tilde{x}_{D} - \tilde{x}_{H},
\]
\[
z_{\alpha} = \tilde{R}_{\alpha} - \tilde{r}_{\alpha}, \quad \alpha = 1,2,3.
\]

The only symmetry operation we will consider here is the permutation of the two hydrogen atoms, \(\mathcal{P}\), which is defined by

\[
\tilde{x}_{H} = \tilde{x}_{H}'.
\]

Note that \(\mathcal{P}^{2} = I\) and that the \(J=0\) Hamiltonian (\(\hat{H}\)) for \(D_{2}H_{2}\), is invariant under \(\mathcal{P}\), i.e., \([\mathcal{P}, \hat{H}] = 0\). Thus, in order to exploit symmetry, we construct a trial wave function that is an eigenfunction of \(\mathcal{P}\).

The transformation properties of the Jacobi coordinates under \(\mathcal{P}\) can be easily derived from Eqs. (95)–(101):

\[
\mathcal{P}(q_{1}) \equiv \mathcal{P}(R_{1}, r_{1}, z_{1}) = (R_{1}, r_{1}, -z_{1}),
\]
\[
\mathcal{P}(q_{2}) = -q_{1},
\]
\[
\mathcal{P}(q_{3}) = q_{1}.
\]

Note that here we have \(\mathcal{P}z_{2} = z_{3}, \) while in the cyclic definition of the Jacobi coordinates, one has \(\mathcal{P}z_{2} = -z_{1}. \) The effect of \(\mathcal{P}\) on a general function \((f)\) of arbitrary coordinates \((x)\) is defined by

\[
\mathcal{P}f(x) \equiv f(\mathcal{P}^{-1}x).
\]

Using the property of Legendre polynomials that

\[
\mathcal{P}f(-x) = (-1)^{l}f(x),
\]

we can derive, from Eq. (9), that

\[
\mathcal{P}\Phi_{l,\alpha}(r_{1}, z_{1}) = (-1)^{l}\Phi_{l,\alpha}(r_{1}, z_{1})
\]

and from Eq. (23) or Eq. (83)

\[
\mathcal{P}\chi_{l,\alpha}(q_{1}) = (-1)^{l}\chi_{l,\alpha}(q_{1}).
\]

For arrangements 2 and 3 we find
Similarly we can derive for the bound–bound matrix elements

$$M = \mathbf{P}^T \mathbf{M} \mathbf{P}.$$  

(128)

Using these two equations and the fact that for a real $\mathcal{L}^2$ basis $\mathbf{P}^T = \mathbf{P}^\dagger$, one can easily derive Eq. (123). Along the same lines we can derive the symmetry properties of the $\mathbf{C}$ matrix [Eq. (26)] and finally of the $\mathbf{S}$ matrix [Eq. (24)].

We can summarize the result as follows: the free waves [Eq. (21)] will have the same symmetry properties as the $\chi_2$ if the space spanned by the $\mathcal{L}^2$ basis set is invariant under $\mathcal{D}$ and the $\mathcal{L}^2$ basis is real. Thus, finally, we have

$$\tilde{s}^\text{free} = s^\text{free}$$

and we can construct symmetrized free waves

$$\tilde{s}^\text{free}_{\mu,\nu,j} = 2^{-1/2} \left[ s^\text{free}_{\mu,\nu,j}(q_2) \pm s^\text{free}_{\mu,\nu,j}(q_3) \right].$$  

(129)

With this definition of the free waves the relation between the unsymmetrized $\mathbf{S}$ matrix ($\tilde{s}$) and the symmetrized $\mathbf{S}$ matrix (which has diagonal blocks $\tilde{s}^+$ and $\tilde{s}^-$) is given by

\begin{align*}
\tilde{s}^+_{e,e} &= \tilde{s}^+_{e,e}, \\
\tilde{s}^-_{e,e} &= \tilde{s}^-_{e,e}, \\
\tilde{s}^+_{h,e} &= \tilde{s}^+_{e,h}, \\
\tilde{s}^-_{h,e} &= \tilde{s}^-_{e,h}, \\
\tilde{s}^+_{h,h} &= \tilde{s}^+_{h,h}, \\
\tilde{s}^-_{h,h} &= \tilde{s}^-_{h,h}.
\end{align*}

(130)

(131)

(132)

(133)

(134)

(135)

(One gets the other blocks from $\tilde{s} = \tilde{s}^T$.)

Now we give the expression for the $\mathbf{M}$-matrix elements in the symmetrized DVR basis. Let $p = (i,j,k)$ be the indices of an interaction region grid point defined in the Jacobi coordinates of arrangement 1, i.e., $q_{k} = (R_i, r_j, z_k)$. Let $\tilde{q}_p = (R_i, r_j, -z_k)$ be a grid point that has the indices $\tilde{p} = (i,j, k)$, with $z_k = -z_k$. Furthermore, assume that for the DVR functions associated with the grid points we have

$$\tilde{\mathcal{D}} \psi_p(q) = \mathcal{D} \psi_p(q).$$

(136)

Note that these assumptions hold for Gauss–Legendre DVR. The symmetrized DVR basis is defined as

$$\tilde{s} = \tilde{s}^T.$$  

(137)

where $p$ runs over all points with $z_k > 0$, assuming that we have an even number of Gauss–Legendre points, i.e., there is no grid point with $z_k = 0$. (It is possible to use an odd number of Gauss–Legendre points, in which case the DVR function corresponding to the point $z_k = 0$ will be even with respect to $\mathcal{D}$.) For the $\mathbf{M}$ matrix in the symmetrized basis we find

$$M_{p,q}^\pm = \langle \gamma_p^\pm | \tilde{H} - E | \gamma_q^\pm \rangle$$

(138)

$$= M_{p,q}^\pm \pm M_{p,q}^-.$$

(139)

For the bound–free elements we have

$$\langle \mathbf{M}_p^\pm | \tilde{H} - E | \mathbf{C} \rangle = 0.$$  

(140)
\[
\begin{align*}
\pi^2 &= 2^{1/2}(M_0)_{p,e}, \\
(M_0^-)_{p,e} &= 2^{1/2}(M_0)_{p,o}, \\
(M_0^+)_{p,e} &= (M_0)_{p,b} + (M_0)_{p,c}, \\
(M_0^+)_{p,b} &= (M_0)_{p,b}.
\end{align*}
\]

In this last step we used the assumption that the distorted waves of arrangement 3 do not penetrate the region with \( z_R < 0 \). This is equivalent to the assumption that distorted waves of different arrangements do not overlap. Similarly we have

\[
(M_0^-)_{p,b} = (M_0)_{p,b}.
\]

For the free-free integrals in the symmetrized basis we find

\[
\begin{align*}
(M_{0,0})_{e,e} &= (M_{0,0})_{e,e}, \\
(M_{0,0})_{e,o} &= (M_{0,0})_{o,o}, \\
(M_{0,0})_{b,s} &= (M_{0,0})_{b,b}, \\
(M_{0,0})_{b,b} &= (M_{0,0})_{b,b}.
\end{align*}
\]

These equations also hold for \( M_{1,0} \).

**VII. APPLICATION TO D+H\(_2\)**

We demonstrate the convergence behavior of the method with respect to the interaction region parameters. We also show the effect of using distorted waves on the number of interaction region points and we give some details about timings. The reaction,

\[
D + H_2(j,\nu) \to DH(j',\nu') + H,
\]

in three dimensions, with total angular momentum \( J=0 \) and total energy \( E=0.9 \) eV was chosen, since a benchmark calculation of Zhang et al. is available.\(^{27}\) Like Zhang et al. we use the Liu–Siegbahn–Truhlar–Horowitz (LSTH) potential energy surface.\(^{28}\) Symmetry was exploited in our calculation and here we present only results of the symmetric case, i.e., even \( j \). Note that for arrangement 2 (and, because of the symmetry, arrangement 3) this calculation still includes both even and odd \( j' \). This gives 7 open channels for arrangement 1 (D+H\(_2\)) and 17 for arrangement 2 (D+H).

First, we summarize the steps in our reactive scattering computation.

1. Calculate the channel eigenfunctions \( \{\Phi_n\} \) and eigenvalues \( \{\varepsilon_n\} \) for \( H_2 \) and \( DH \) [see Eq. (8)].

2. Construct the distorted waves \( \{\chi_k\} \) for each arrangement by renormalized Numerov propagation (see Section V). Using these, calculate the free–free matrices, \( M_{0,0} \) [Eq. (27)] and \( M_{1,0} \) [Eq. (28)].

3. Construct the truncated interaction-region DVR grid (see Section IV), with or without symmetry.

4. Using the channel functions, distorted waves, and the DVR grid, evaluate the bound–free matrix, \( M_0 \) [Eq. (29)], for each arrangement, using Eqs. (140)–(145) in case of symmetry.

5. Using SYMMLQ, solve \( M \cdot x = M_0 \) [Eq. (31)].

6. Construct the \( B \) and \( C \) matrices [Eqs. (25) and (26)], and finally, the \( S \) matrix [Eq. (24)].

7. If symmetry is used we get the resulting \( S \) matrix can be transformed back using Eqs. [(130)–(135)].

A separate program is used for each step and the intermediate results are stored on disk. This modular setup of the computation yields not only a savings in memory, but in run-time as well. For example, one can test the convergence with respect to the grid parameters, without the need to recompute the distorted waves.

**A. Convergence of the unitarity of the \( S \) matrix**

Four parameters specify the interaction region grid: \( R_{\text{max}}, V_{\text{cut}}, n_\theta, \) and the grid constant \( n_B \). The first two parameters determine the spatial extent and shape of the grid as discussed in Section II B. (Here we use the same \( R_{\text{max}} \) for each arrangement, although this is not strictly necessary.) \( n_\theta \) is the number of Gauss–Legendre points and \( n_B \) is the number of points contained in the shortest Broglie wavelength for the two radial Jacobi coordinates (based on the total energy). In Table I we show the convergence of the unitarity of the \( S \) matrix as a function of \( n_\theta \) and \( n_B \), setting \( R_{\text{max}}=4.5 \) Bohr and \( V_{\text{cut}}=3.0 \) eV. As a measure of convergence we take the largest deviation from unitarity of any column of the \( S \) matrix in \%. Below we will show to what extent this measure correlates with the error in the individual \( P \)-matrix elements, where \( P = S^\dagger \cdot S \).

All these calculations were based on the same distorted waves (set A in Table II).

From Table I we see that the unitarity measure gives a useful first impression of the convergence of the grid. However, for large grids the deviation from unitarity can be

**TABLE I. Deviation from unitarity of the \( P \) matrix in \% as a function of \( n_\theta \) and \( n_B \).**

<table>
<thead>
<tr>
<th>( n_\theta )</th>
<th>( 3.0 )</th>
<th>( 3.5 )</th>
<th>( 4.0 )</th>
<th>( 4.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>2.9</td>
<td>3.1</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>22</td>
<td>0.49</td>
<td>0.46</td>
<td>0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>24</td>
<td>0.080</td>
<td>0.075</td>
<td>0.076</td>
<td>0.076</td>
</tr>
<tr>
<td>26</td>
<td>0.30</td>
<td>0.031</td>
<td>0.032</td>
<td>0.028</td>
</tr>
<tr>
<td>28</td>
<td>0.15</td>
<td>0.0044</td>
<td>0.0048</td>
<td>0.0036</td>
</tr>
<tr>
<td>30</td>
<td>0.14</td>
<td>0.0044</td>
<td>0.0048</td>
<td>0.0011</td>
</tr>
<tr>
<td>32</td>
<td>0.13</td>
<td>0.0044</td>
<td>0.0048</td>
<td>0.00067</td>
</tr>
</tbody>
</table>

**TABLE II. Distorted wave parameters.** \( R_{\text{max}} \) (in Bohr) determines the size of the interaction region, the Numerov propagation is done outward to \( R' \) (Bohr) and all closed channels up to \( E_{\text{max}} \) (eV) are included and the column labeled \( n_B \) gives the number of points per shortest Broglie wavelength. The barrier potentials are determined by the parameters \( R_{\text{max}}, a_1 \) and \( a_2 \) (in atomic units) as shown in Eq. (94).

<table>
<thead>
<tr>
<th>Set</th>
<th>( R_{\text{max}} )</th>
<th>( R' )</th>
<th>( E_{\text{max}} )</th>
<th>( n_B )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.50</td>
<td>15</td>
<td>3.0</td>
<td>40</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>B</td>
<td>4.75</td>
<td>20</td>
<td>3.5</td>
<td>60</td>
<td>0.10</td>
<td>0.11</td>
</tr>
</tbody>
</table>
TABLE III. Relative errors (in \%) for reactive P-matrix elements.

<table>
<thead>
<tr>
<th>$n_p$</th>
<th>$n_q$</th>
<th>$\epsilon$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>18</td>
<td>2.9</td>
<td>6.9</td>
<td>31</td>
<td>110</td>
<td>210</td>
<td>210</td>
</tr>
<tr>
<td>3.0</td>
<td>22</td>
<td>4.9(-1)</td>
<td>1.9</td>
<td>11</td>
<td>20</td>
<td>56</td>
<td>74</td>
</tr>
<tr>
<td>3.0</td>
<td>26</td>
<td>1.1(-1)</td>
<td>2.0</td>
<td>3.4</td>
<td>19</td>
<td>41</td>
<td>73</td>
</tr>
<tr>
<td>3.5</td>
<td>26</td>
<td>3.1(-2)</td>
<td>0.12</td>
<td>0.89</td>
<td>3.7</td>
<td>3.7</td>
<td>4.0</td>
</tr>
<tr>
<td>3.5</td>
<td>28</td>
<td>4.4(-3)</td>
<td>0.09</td>
<td>0.92</td>
<td>3.4</td>
<td>3.5</td>
<td>4.9</td>
</tr>
<tr>
<td>4.0</td>
<td>28</td>
<td>4.8(-3)</td>
<td>0.13</td>
<td>2.1</td>
<td>4.1</td>
<td>4.3</td>
<td>11</td>
</tr>
<tr>
<td>4.5</td>
<td>28</td>
<td>3.6(-3)</td>
<td>0.44</td>
<td>1.9</td>
<td>2.0</td>
<td>2.3</td>
<td>3.3</td>
</tr>
<tr>
<td>4.5</td>
<td>30</td>
<td>1.1(-2)</td>
<td>0.37</td>
<td>1.9</td>
<td>2.2</td>
<td>2.3</td>
<td>2.8</td>
</tr>
<tr>
<td>4.5</td>
<td>32</td>
<td>6.7(-4)</td>
<td>0.38</td>
<td>1.9</td>
<td>2.1</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>5.0</td>
<td>32</td>
<td>3.6(-3)</td>
<td>0.16</td>
<td>1.4</td>
<td>3.5</td>
<td>3.9</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Improved distorted waves

<table>
<thead>
<tr>
<th>$n_B$</th>
<th>$n_\eta$</th>
<th>$\epsilon$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>36</td>
<td>2.4(-4)</td>
<td>0.06</td>
<td>0.26</td>
<td>0.55</td>
<td>0.73</td>
<td>1.2</td>
</tr>
<tr>
<td>4.75</td>
<td>36</td>
<td>1.8(-4)</td>
<td>0.20</td>
<td>0.71</td>
<td>3.3</td>
<td>5.8</td>
<td>7.5</td>
</tr>
<tr>
<td>5.0</td>
<td>36</td>
<td>8.1(-2)</td>
<td>0.13</td>
<td>0.32</td>
<td>5.0</td>
<td>5.0</td>
<td>11</td>
</tr>
<tr>
<td>5.5</td>
<td>36</td>
<td>1.8(-4)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Zhang et al.

0.95  8.1  26  98  101

aThe unitarity-error as in Table I.
bLargest relative error for all P-matrix elements larger than this.
c$4.9(-1)$ denotes $4.9 \times 10^{-1}$, etc.
dSet B of Table II.

B. Convergence of the individual P-matrix elements

Zhang et al. give the full P matrix for reaction (150) at 0.9 eV, and they state: “The individual probabilities that are greater than $1.0 \times 10^{-2}$ appear to be converged to about 8% or better with respect to small changes in the numerical parameters.” However, for a few elements smaller than $10^{-2}$ we found differences with our best converged results of a factor of about 2 to 3. It turns out that these largest differences all involve the $\nu=1$ channels of arrangement 1; channel 6 ($\nu=1$, $j=0$, $\epsilon_6=0.786$ eV) and channel 7 ($\nu=1$, $j=2$, $\epsilon_7=0.828$ eV). Therefore, we made comparisons with and without ignoring row and column 6 and 7 of the P matrix. Also, we compared the reactive and the nonreactive matrix elements separately.

In Table III we show the relative errors in the reactive P-matrix elements, comparing to the largest calculation in the series, which has $n_p=5.5$, $n_q=36$, $V_{\text{cut}}=3.5$ eV, $R_{\text{max}}^{-}=4.75$ Dohr and is based on improved distorted waves (set B in Table II). We show the largest relative error for all reactive elements larger than $10^{-1} \sim 10^{-2} \ldots, 10^{-5}$. The first 8 entries in the table are based on the distorted waves set A (Table II and $V_{\text{cut}}=3.0$ eV) and the next three entries are based on the improved distorted waves (set B, $V_{\text{cut}}=3.5$ eV) where the errors of the calculation with $n_p=5.5$ are set to zero by definition. A careful inspection of this table shows that when the unitarity error is less than, say, 0.1% it no longer correlates with the errors in the individual P-matrix elements. Furthermore, for the elements greater than $10^{-2}$ the convergence is better than 2% and the agreement with the results of Zhang et al. (the last entry in the table) is very good. For the smaller elements there are variations on the order of 10% but some elements differ from Zhang’s results by up to a factor of two.

In Table IV we show the same calculations, but we ignore rows and columns 6 and 7 in the comparison. This table clearly shows much better convergence. Also the agreement with Zhang’s results for the small P-matrix elements is improved, although the differences are still larger than the 8% Zhang et al. suggested.

Although the reactive elements are the primary interest of this work, we do think it is instructive to show the convergence tests for the nonreactive elements. In Table V the results for arrangement 1 are shown, and Table VI shows again the effect of ignoring the $\nu=1$ channels. The behavior is similar to what we saw for the reactive elements, but the effect of ignoring the $\nu=1$ channels is even more dramatic. Apart from this, we also want to draw attention to the fact that the first three entries in those two tables suggest that in order to converge the arrangement 1 inelastic elements we do not need very many $\theta$ points. In Table VII we show that quite the opposite is true for arrangement 2 (and 3). This should not be too surprising.
TABLE VI. Like Table V, but ignoring row and column 6 and 7 of the P matrix.

<table>
<thead>
<tr>
<th>n_p</th>
<th>n_o</th>
<th>10^-1</th>
<th>10^-2</th>
<th>10^-3</th>
<th>10^-4</th>
<th>10^-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>18</td>
<td>6.1</td>
<td>6.4</td>
<td>6.4</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>17</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>26</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>3.5</td>
<td>26</td>
<td>0.42</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>3.3</td>
<td>28</td>
<td>0.44</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>4.0</td>
<td>28</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>4.5</td>
<td>28</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>4.5</td>
<td>30</td>
<td>1.0</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>4.5</td>
<td>32</td>
<td>1.1</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>5.0</td>
<td>32</td>
<td>0.33</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Improved distorted waves

- 4.5: 36, 0.09, 0.09, 0.09, 0.09, 0.10
- 4.75: 36, 0.38, 0.38, 0.38, 0.38, 0.38
- 5.0: 36, 0.37, 0.37, 0.37, 0.37, 0.37

Zhang et al.

7.4 7.4 26 26 26

since for the interaction region grid Jacobi coordinates of arrangement 1 are being used.

As a last convergence test we show the effect of the cutoff energy $V_{\text{cut}}$ in Table VIII. The table shows that $V_{\text{cut}}$ becomes the limiting factor when it is less than, roughly, 3 eV. The same pattern is repeated for the nonreactive elements.

Regarding the discrepancies with Zhang's results for the smaller probabilities, if it is our results that are inaccurate, a possible explanation could lie in our omission of closed distorted waves in the free basis (see the discussion at the end of Section II B). Although we checked convergence with respect to $R_{\text{max}}$, some barely closed channels might demand even larger grids and it might be better to explicitly include closed distorted waves. We are currently investigating this possibility.

**C. Distorted waves**

In Figure 1 we show a two-dimensional cut through the PES at $\theta=0$ (i.e., the collinear configuration). The dots are the grid points for $n_B=3.5$, $R_{\text{max}}=4.5$ Bohr, and

**FIG. 1.** Contour lines of the PES are shown for 0.2, 0.6, 1.0, ..., 3.0 eV at $\theta=0$. In arrangement 1 ($R>r$) we show a contour plot of the real part of $(\hat{H} - E)\chi_{\text{collinear}}$ for an undistorted wave (equidistant, arbitrary units, solid lines positive, dashed lines negative) and in arrangement 2 ($R<r$) we show the corresponding plot for a distorted wave. The dots represent the grid points.
1 spread out in arrangements 2 and 3. Below we shall see that the CPU-time scales roughly with $N^2$ showing the importance of the use of distorted waves.

D. Timings

We report timings for the solution of a single complex right hand side of Eq. (31) using the SYMMLQ algorithm (see Section III), since solving the linear system is the most time-consuming part of the Kohn calculation (the costs are about the same for each rhs). (Actually, in the current examples the construction of the distorted waves can be about as expensive as the inversion step, since we have not yet fully optimized the parameters in the renormalized Numerov calculation. Also, note that a wave-function-following method like the renormalized Numerov method cannot be expected to be the most efficient algorithm to treat the long range part of the potential. All the other steps together take less than a few % of the total cpu-time.) The SYMMLQ algorithm is an iterative method and it must be run separately for each right-hand side. Actually, since the columns of $M_0$ are complex, SYMMLQ must be run twice for each open channel. The cost of each run is almost exactly equal to the cost of a sparse matrix-vector multiplication times the number of iterations. As an example we take a calculation with $n_B = 3.5$, $n_g = 26$, $V_{cut} = 3.0$ eV, and $R_{max} = 4.5$ Bohr. The resulting number of grid points is $N = 4599$, using symmetry. There are 24 open channels and the cpu-time per open channel (i.e., to run SYMMLQ twice) is 56 seconds on an IBM RS6000/580 workstation. The number of iterations needed to converge the linear system to a residual error of $10^{-10}$ is about 1100 (1400). The number of floating point operations needed for one matrix-vector multiplication of a discrete representation is the use of a single multicentered expansion of the wave function. The price one pays is that the representation will typically be less efficient than one based on a multicentered expansion of the wave function.

We have shown how the number of grid points can be reduced by truncating the grid and by the use of distorted waves, in order to speed up the calculation. Our construction of distorted waves makes a clean distinction between the "interaction region" and the "asymptotic region", thus removing the size of the interaction region as a convergence parameter.

A disadvantage of an iterative method for solving linear equations, compared to, e.g., $LU$-decomposition, is that the cpu-time scales linearly with the number of right-hand sides. In work we are pursuing on the $H + O_2$ system we found that it is possible to eliminate from the open channel space linear combinations that barely reach the interaction region, thus reducing the number of rhs. [Those linear combinations are the ones that do not "feel" the difference between the two barrier potentials and thus cause $\Delta$ [Eq. (79)] to become nearly singular. Thus, eliminating them also solves this singularity problem.] Furthermore, if one manages to develop a method for computing one column of the $S$ matrix based on solving only one set of linear equations, this iterative method will be very competitive compared to direct methods (see also Refs. 7, 29, and 30).

### Table IX

<table>
<thead>
<tr>
<th>$n_B$</th>
<th>$n_g$</th>
<th>$N$</th>
<th>$n_{iter}$</th>
<th>$t$</th>
<th>$n_{iter}/N$</th>
<th>$t/N^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>18</td>
<td>2291</td>
<td>1100</td>
<td>20</td>
<td>0.49</td>
<td>9.2</td>
</tr>
<tr>
<td>3.0</td>
<td>27</td>
<td>7957</td>
<td>1100</td>
<td>70</td>
<td>0.46</td>
<td>8.8</td>
</tr>
<tr>
<td>3.0</td>
<td>26</td>
<td>3305</td>
<td>1500</td>
<td>40</td>
<td>0.46</td>
<td>8.9</td>
</tr>
<tr>
<td>3.5</td>
<td>26</td>
<td>4599</td>
<td>1400</td>
<td>56</td>
<td>0.31</td>
<td>6.4</td>
</tr>
<tr>
<td>3.5</td>
<td>28</td>
<td>4964</td>
<td>1300</td>
<td>69</td>
<td>0.31</td>
<td>6.8</td>
</tr>
<tr>
<td>4.0</td>
<td>28</td>
<td>6428</td>
<td>2600</td>
<td>160</td>
<td>0.40</td>
<td>9.1</td>
</tr>
<tr>
<td>4.5</td>
<td>28</td>
<td>8202</td>
<td>2100</td>
<td>180</td>
<td>0.26</td>
<td>6.3</td>
</tr>
<tr>
<td>4.5</td>
<td>30</td>
<td>8780</td>
<td>2300</td>
<td>210</td>
<td>0.26</td>
<td>6.6</td>
</tr>
<tr>
<td>4.5</td>
<td>32</td>
<td>9364</td>
<td>2500</td>
<td>260</td>
<td>0.27</td>
<td>7.2</td>
</tr>
<tr>
<td>5.0</td>
<td>32</td>
<td>11532</td>
<td>3400</td>
<td>410</td>
<td>0.29</td>
<td>7.3</td>
</tr>
</tbody>
</table>

### Table X

Like Table IX, but with $n_g = 28$ and $n_B = 3.5$.

<table>
<thead>
<tr>
<th>$V_{cut}$</th>
<th>$N$</th>
<th>$n_{iter}$</th>
<th>$t$</th>
<th>$n_{iter}/N$</th>
<th>$t/N^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>3691</td>
<td>2000</td>
<td>59</td>
<td>0.54</td>
<td>10</td>
</tr>
<tr>
<td>2.5</td>
<td>4400</td>
<td>2400</td>
<td>88</td>
<td>0.55</td>
<td>11</td>
</tr>
<tr>
<td>3.0</td>
<td>4964</td>
<td>1600</td>
<td>69</td>
<td>0.31</td>
<td>6.8</td>
</tr>
<tr>
<td>3.5</td>
<td>5367</td>
<td>2000</td>
<td>91</td>
<td>0.36</td>
<td>7.6</td>
</tr>
</tbody>
</table>
might also be interesting to note that calculations for several rhs can easily be run in coarse grained parallel. Our code has been made suitable for this and we have already done some calculations on HO2 spread over four workstations located on two different continents.

With the present method one has the freedom to use all kinds of interaction region coordinates. In this paper we present an example employing the Jacobi coordinates of one arrangement. We also employed other coordinate systems like valence (bond-angle) coordinates and Radau coordinates. The valence coordinates give a slightly better representation for the reactions we have studied, but since the kinetic energy operator has more terms here than for orthogonal coordinates, there was no reduction in overall cost of the calculation. It might be interesting to try hyperspherical coordinates, since they have been used as global coordinates for reactive systems before. An advantage of these coordinates is that they allow the use of the full symmetry in systems with three-fold symmetry (like H3).

It might be possible to speed up the matrix-vector multiplication by employing other (discrete) representations. For example, one could use fast Fourier transform techniques such as those being used in time-dependent calculations. Also, finite-order finite difference representations of the kinetic energy could be used, giving rise to kinetic energy matrices with finite bandwidth. Also the use of so-called distributed approximating functions (DAFs) gives rise to banded kinetic energy matrices.

We conclude that we have presented a viable method, with minimal memory requirements, employing several techniques to reduce the computational effort, while routes for further improvements have been indicated.
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APPENDIX A: PROJECTION TECHNIQUE

Here we describe the projection technique used to reduce the number of iterations (see Section III). For certain values of (i) and (j) it might happen that none of the points \((R_i, r_j, z_k), k=1,...,n_d\) are being eliminated by the potential energy criterion \(V_{\text{cut}}\). In particular, this can be expected to occur for small \(R_i\). In those cases, the angular DVR can be transformed back to the Gauss-Legendre basis \((\tilde{P}_j, j=0,...,n_d-1)\). The (1D) kinetic energy of function \(\tilde{P}_j\) is given by

\[
T_j = \left(\frac{1}{2\mu_{R_i}^2} + \frac{1}{2m r_j^2}\right) j(j+1).
\]

The idea of the projection technique is to remove the functions \(\tilde{P}_j\) for which \(T_j > V_{\text{cut}}\) and transform back to point-space. This must be done before and after the matrix-vector multiplication, i.e., twice for each iteration. The projection is also applied to the right-hand side [Eq. (31)]. This way we can work in the projected space without the need to modify the subroutine for the matrix vector multiplication.

APPENDIX B: DERIVATION OF THE INTERPOLATION FORMULA

Here we derive the interpolation formula Eq. (90). From Eqs. (88) and (89) we have

\[
R_a R_i \equiv R_{i-1} + a h = R_i - b h
\]

with \(a + h = 1\). We can now write Taylor expansions about \(R_{i-1}\) and about \(R_i\)

\[
U(R_a) = U_{i-1} + (ah) U'_{i-1} + \frac{(ah)^2}{2} U''_{i-1} + \frac{(ah)^3}{6} U'''_{i-1} + O(h^4),
\]

\[
U(R_a) = U_i - (bh) U_i' + \frac{(bh)^2}{2} U_i'' - \frac{(bh)^3}{6} U_i''' + O(h^4).
\]

Multiplying Eq. (B2) by \(b\) and Eq. (B3) by \(a\) and adding them gives

\[
U(R_a) = b U_{i-1} + a U_i + abh(U_{i-1}' - U_i') + \frac{abh^2}{2} [a U'''_{i-1} - b U'''_i] + O(h^4).
\]

To eliminate the first derivatives in this expression we start with yet another Taylor expansion

\[
U_i = U_{i-1} + h U_{i-1}' + \frac{h^2}{2} U_{i-1}'' + O(h^3),
\]

and take its derivative and multiply by \(h\) to get

\[
h(U_i' - U_{i-1}') = h^2 U_{i-1}'' + \frac{h^3}{2} + O(h^4).
\]

For the second derivative terms we use [cf. Eq. (69)]

\[
U_j = b U_{i-1} + a U_i + abh(U_{i-1}' - U_i') + \frac{abh^2}{2} [a U'''_{i-1} - b U'''_i] + O(h^4).
\]

Substituting Eqs. (B6), (B7), and (B8) into Eq. (B4), gives the final fourth-order interpolation formula Eq. (90).
12. See Ref. 11, Number 22.2, p. 775.